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EXECUTIVE SUMMARY

The purpose of the Testability Design Rating System (TDRS) contract was to develop a
method of rating a design's inherent testability and provide recommendations on how to
improve the design's testability. The TDRS was developed by creating a methodology,
implemented in a Personal Computer (PC) program which rates the testability of a design
and a corresponding TDRS testability handbook which has recommendations on how to
improve a design's testability.

The TDRS Testability Handbook is a two w2 1ime set. Volume One contains this TDRS
executive summary, a TDRS introduction, and recommendations on how to improve the
testability aspects of a design. Volume One, Section 1 is an introduction to Volume One
and contains a description of each sectior within Volume One (pages 1-8 and 1-9).
Volume One includes a list of acronyms and abbreviations before the main sections. It also
includes a Bibliography and Glossary after the main sections.

Volume Two contains a copy of this executive summary and a listing of all the parameters
and equations that are used in the TDRS computer program to rate a design's testability. It
also contains the instructions and data needed to manually generate a testability rating.

The TDRS contract requirements were fulfilled in four phases, Each phase fulfills a major
part of the TDRS development. These four phases are as follows:

PHASE ONE;

The objectives of Phase One were to determine the specific design-related
parameters, associated with state-of-the-art designs, which impact
testability.

Testability parameters were gathered by interviewing testability experts
specializing in various technologies and by reviewing several hundred
articles from technical proceedings, technical journals, books, and manuals.
All of the resources used to gather testability data are included in the
Bibliography of the TDRS: Volume [, Testability handbook.

PHASE TWO;

The objectives of Phase Two were to determine the relative impact of each
parameter idendfied in phase one on the testability of a design.

Each parameter gathered in Phase One was assigned a testability weight
based on the parameters relative overall impact on a design's testability.
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PHASE THREE;

The objectives of Phase Three were to develop a rating system software
package and a corresponding handbook which can measure the relative
testability of a design and provide recommendations to improve the inherent
testability of that design.

The rating system was developed as an executable PC program. A
relational data base developme.-t tool, R:BASE, was used to generate the
rating system code. The generation of the TDRS code used an R:BASE
Compiler and does not require a licence from the R:BASE manufacturer.
Since the TDRS program is executable, it can be run on any IBM
compatible PC with DOS revision 3.1 or greater. A testability rate can also
be generated manually by using the procedure and data in the TDRS
testability handbook, volume two.

Recommendations on how to improve a design'’s testability are included in
the TDRS Testability Handbook, Volume One. Each testability parameter
used to generate a rate has an action associated with it. Each action refers to
a section of the TDRS testability handbook which describes testability
recommendations for that parameter. If a parameter is considered
unresolvable, then the corresponding action is not applicable.

PHASE FOUR;

The objectives of Phase Four were to validate the TDRS by applying it to at
least three (3) different Air Force designs and have an independent panel of
testability experts verify the rates.

Nine MKXYV designs were independently analyzed by both the TDRS
program and a panel of testability experts. MKXYV is an Air Force IFF
(Information Friend or Foe) program. The designs consisted of three (3)
MKXV Line Replaceable Units (LRUs) and six Module/Circuit Card
Assemblies (CCAs) within the LRUs.

The independent MKXYV analyses were performed by testability experts
from Raytheon using a customized version of MIL-STD-2165. The
testability experts also provided a testability rating for each design based on
their own personal opinions.

The MKXYV designs were then analyzed using the TDRS software. The
results of the TDRS analysis was compared to the customized 2165 analysis
and the expert opinions. The variance between the TDRS and customized
2165 analyses were within 17 %. The variance between the TDRS and the
testability experts opinions were within 12 %.
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SECTION 1. INTRODUCTION

1.0 OVERVIEW.

The Testability Design Rating System (TDRS) was developed by Raytheon Company for
Rome Laboratory (Rome Lab) under contract F30602-89-C-0121.

The Testability Design Rating System (TDRS) is a software program, augmented by a
testability handbook, which can be used by an engineer 0 characterize the attributes and
qualities of a ground or avionic design that make it easy or difficult to test. The TDRS is
applicable to Printed Circuit Boards (PCBs) and systems/subsystems containing PCBs. It
can be applied in the early stages of the design cycle t¢ various configuration levels of
hardware, including PCBs, Shop Replaceable Units (5RUs), Line Replaceable Units
(LRUs), Subsystems, and Systems to analyze the inherent testability of the design. The
TDRS is also capable of recommending design changes to enhance testability.

During the development of the TDRS, testability data wes gathered through consultations
with testability experts of various technologies, and frem books, journals, and various
conference papers (see the Bibliography). The definition of testability as defined and used
in the TDRS program is as follows:

"Testability is an aspect of a design which influences ease of development

and thoroughness of tests, limits cost and time incurred by test
development, test, and test support”.
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1.1 TDRS Development.

In application, the TDRS program applies several algorithms to the results of a user
question and answer session. Each set of questions is used to determine the impact of
specific design-related parameters which affect the design’s overall testability.

The testability parameters were gathered by interviewing testability experts specializing in
various technologies and by reviewing several hundred articles from technical proceedings,
technical journals, books, and manuals. All of the resources used to gather testabiiity data
are included in the Bibliography of the TDRS: Volume I, Testability Handbook.

The parameters were listed and weighted based on the level of impact that they have on
testability. The parameter weights were gathered during interviews with testability experts
or inferred from testability literature. The parameter weights were normalized and
parameters which could have a critical effect on testability were given a second more
sensitive weight.

Questions were generated for each testability parameter for use in the TDRS user interactive
question and answer session. Parameter algorithms were generated for each which use the
user responses to rate the testability impact of each parameter for the design being analyzed.

The testability parameters were grouped into subjects. Subject algorithms (that use the
parameter algorithm results) were developed to generate subject ratings from 0 to 100.

Two methods of averaging the subject ratings were created. The first method uses weights
for each subject based on the relative testability impact of the subject technology compared
to the other subject technologies, i.e. each subject weight is multiplied by the number of
components that exist in each subject for the design under analysis. The second method
generates subject weights by summing the results of multiplying each component by it's
MIL Handbook 217E failure rate.

All of the algorithms mentioned above are described in mcre detail in Volume II.
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1.2 TDRS Verification.

The TDRS results were verified by analyzing 9 MKXYV cesigns using the TDRS software
and comparing the results to an independent testability rating technique and the subjective
opinions of testability experts.

MKXYV is an Air Force IFF (Identification Friend or Foe} program. The designs analyzed
consisted of three (3) MKXV Line Replaceable Units (LRUs) and six Module/Circuit Card
Assemblies (CCAs) within the LRUs. These designs were chosen because they represent a
broad spectrum of technologies. By choosing MKXYV designs for this activity, a "real”
rather than "simulated"” analysis was accomplished sincz these items were actually new
Raytheon designs.

The method used by the experts to analyze each design was a generic procedure which was
developed by the testability experts. It used a customized version of MIL-STD-2165. The
results of these analyses were testability rate assessments between 0 and 100. The
testability experts also provided their own subjective rate assessment of the design's
testability between 0 and 100 based on their experience and expertise.

The MKXYV designs were also analyzed using the softwarz and associated handbook which
comprises the "Testability Design Rating System”. The TDRS generated a rate for every
testability subject which was applicable to each design and a final rate. The TDRS
testability subjects consist of 16 groups of independent testability parameters sorted mainly
by technology.

All of the designs were analyzed using the TDRS softwzre. One of the designs was also
analyzed using the manual analysis procedure contaired in Volume II of the TDRS
handbook. The results of this manual analysis agreed with the software analysis.

The results of the TDRS analysis were compared to the customized 2165 analysis and the
experts opinions. The variance between the final rate of the TDRS and customized 2165
analyses was within £17 %. The variance between the finai rate of the TDRS and the
testability experts opinions was within 12 %.

A summary of the analyses mentioned above and the variance between them is listed in
Table 1.
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Table 1-1. TDRS Verification Results

Independent TDRS TDRS %
Type of Customized Analyst's Testability Variance
Assembly MIL-STD-2165 Opinion Rate/CE 21 inion
LRU 88 88 84/41 -4.5/-4.5
SRU 85 85 75/69 -11.8/-11.8
SRU 84 75 71770 -15.5/-5.3
SRU 69 80 80/80 13.8/0
LRU 88 88 91/42 3.3/3.3
SRU 86 90 86/69 0/-4.4
SRU 82 90 98/93 16.3/8.2
LRU 88 88 91/42 3.3/3.3
SRU 76 90 89/94 14.6/-1.1




1.3 TDRS Software.

The TDRS is designed to present a comprehensive understanding of the testability of a
design. It provides easy access to information about a particular testability parameter as
well as recommendations on solutions to related testability problems. It also permits
acquiring information pertinent to a testability rating. The rating scheme provides a final
testability rating and credibility fac.or with detailed sub-ratings and sub-credibility factors
used to generate the final rating.

The output of the TDRS program includes the testability rating, rating credibility factor,
testability parameters, concerns, and actions which are described below:

The Testability Rating (TR) is simply a number, ranging from 100 down to
0, indicating the degree of testability of a design which was analyzed. The
relevance of the TR ranges from "excellent testability™ (100) (no concerns
nor actions) to "completely untestable” (0). The TR is generated based on a
user s responses to questions about testability perameters. After a TR is
generated it is stored in the TDRS data base.

The rating Credibility Factor (CF) is a number supplemental to the TR
which describes how credible the TDRS testability rate is. It ranges from
100 down to 0. A higher number corresponds to a more reliable analysis.
It is generated by the TDRS software based on the number and importance
of testability parameter questions that the user could answer versus those
that the user "could-not-answer”. A testability parameter question that the
user "could-not-answer"” may be due to lack of information, documentation,
or time to answer it. After a CF is generated it is stored in the TDRS data
base with the corresponding testability rating.

A _testability parameter is a unique aspect of a design which has an impact on
the testability of the design. Independent sets of testability parameters are

grouped into testability subjects.

A_testability concern exists for each parameter aad briefly describes why
that parameter is important for testability.

A testability action exists for each parameter and concern. A concern may
or may not be resolvable. An unresolvable concern would be an instance
wbere, due to uncontrolable factors (technological, physical, etc.), the
problem cannot be improved with design changes. If a concern is
unresolvable, then the corresponding action is Not Applicable (N/A). If it is
resolvable, then the action will be a reference to a section of the TDRS
testability handbook for recommendations on how to resolve the concemn.

The TDRS program is 2 menu driven software package. It is an executable program
developed using R:BASE, a relational data base develcpment tool. The software flow
depends u.. user menu selections during the program execution. Additionally, a HELP
screen can be accessed from each menu in the program.

A more detailed description of the TDRS software can be found in the second volume of
this handbook - Testability Design Rating System: Volum= Two - Analysis Procedure.
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In summary, the TDRS computer-based, menu-driven, software package, augmented by a
testability handbook, rates the testability of an electronic design and presents a testability
rating, rating credibility factor, testability parameters, concerns, and actions. It can also
report a history of part numbers, ratings, a hierarchical tree of part numbers, and rating
credibility factors for any part number previously analyzec.

For a descriptioa of how to use the TDRS , consult the TDRS TUTORIAL located in the
TDRS software program.

For a description of how a testability rating and credibility factor are generated, consult the
TDRS SCORING AID located in the TDRS software.

1.4 TDRS Software Requirements.

The following is a list of the requirements needed to run the TDRS software:

1. An IBM PC or compatible computer,
2. DOS version 3.1 or higher,
3. 512 Kbytes of available memory,
4. 2 Megabytes of hard disk memory,
S. A § 1/4 inch floppy disk drive.

1.5 TDRS Software Installation.

The TDRS software can be installed on any computer which meets the requirements stated
in paragraph 1.4. Prior to loading the TDRS software, the C\CONFIG.SYS files must
exist with the following lines:

FILES =20 (20 or higher)
BUFFERS =25 (25 or higher)

The TDRS software can be installed on either a 360 K or 1.2 Meg floppy disk drive. The
TDRS software exists on three 360 K floppy disks which zan be loaded with either drive.

To install the TDRS program, insert the floppy disk labeled "TDRS 360 K disk 1" into the
disk drive. At the keyboard, type; X:INSTALL X Y (where X is the drive where the
floppy disks are being loaded from and Y is the target drive to load the software to).then
press [ENTER]. Typically, the TDRS software is loaded from the A: drive to the C: hard
disk drive and the installation command would be - A:INSTALL A C. The computer will
automatically prompt the user to install the remaining two disks in the floppy disk drive.

To initiate the TDRS program, type; CD Y:/TDRS, then press [ENTER] (where Y is the
drive which the software was loaded to). Then, type; TDRS, and press [ENTER] again.

1-6




1.6 Handbook Overview

The complexity and density of today's electronic assemtlies have made testing and fault
1solation major cost factors in the design verification, manifacturing, and support phases of
a product’s life.Testing and fault isolation are often mcre expensive than material and
construction cost. Engineers today must design circuits that can be tested in an efficient
and orderly way. Incorporating ease of testing in the design facilitates fault isolation and
helps lower maintenance costs over the life span of the prcduct.

This handbook has three objectives: (1) to define testability, (2) to make the designer aware
of testability, and (3) to give a clear understanding of FLow the designer can implement
testability into designs. The information contained herein establishes guidelines which
represent the collected experiences from many programs and the personal experiences of
many engineers, technicians, and manufacturing personne!.

This handbook cannot cover all conditions and situations, but it does describe the
fundamental issues and test-related design problems mcst commonly encountered. The
intent is to provide the designers with ideas and approaches so that the design program end
result is a product that can be tested and maintained at minimum cost.

The benefits of designing for testability can be realized by the individual and the entire
organization. Some of the benefits of designing for testab’lity are as follows:

. Reduction of *he time required to transfer a design from Design
Engineer’- _ . Manufacturing Engineering.

. Red'.c*” .a of post release involvement on the part of the Design Engineer
to get a design smoothly incorporated into the production line.

. Reduction of the cost of manufacturing and as a result increase profits.

. Introduction of products with a lower initial and .ife cycle cost, which will
serve to increase product sales and increase mark-et share.

. Decreased test times and improved delivery schedules.

. Increased Field Service productivity by allowing more efficient diagnosis

and repair.
1.6.1 Testability Awareness. Testability is not a technological innovation. It is a way of

thinking wherein the designer possesses an awarenes; of the importance of testing.
Testability is designed in at the beginning of the design process. The proper time is when
the system, PCB, etc., is being initially designed. Any other time cannot prove to be as
cost effective.

Because testing is an unavoidable function, and every bit as critical as gain, bandwidth, or
impedance matching, the designer must think of testability as part of the specification that
the design must meet. Before starting any design, the designer should ask himself, "How
wiil T test it, how will production test it, and how will it be tested in the field?" It is the
designer's responsibility to have these answers prior to t2ginning a design, and to ensure
that only testable designs are released to production.

v
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Frequent, lengthy unplanned test and fault isolation activities result in significant cost and
schedule overruns as well as an accompanying loss of product credibility. In some
instances, especially where large scale integration (LSI) and very large scale integration
(VLSI) devices are utilized, unless the engineer has designed the hardware/software from
the start to facilitate testing, fault isolation, and maintenance, the task of adding testability is
likely to be impractical. Other factors to consider are the t:me required to effect the ransfer
from engineering to the manufacturing facility, and the rejuired post- release involvement
of the design engineer. These factors all contribute ‘0 a decrease in manufacturers
competitveness.

ion process for ipment an f] must also be initiated at the start
of the program. The selection of these potentially expensive and critical items, which will
be used at the various stages of the product's life cycle, is as important as the product's
inherent testability. Equipment and software that is in place or planned for the engineering
and/or manufacturing facility or the customer's inven:ory must be evaluated against
equipment which is new or conveniently available. Standardization among the various
testing sites is the objective; thus close communication between Program Management,
Engineering, Manufacturing, and the Customer must be ongoing to ensure cost-effective
utilization of these valuable resources.

Testability does not just happen, it requires a conscious effort on the part of the designers
during the initial design of a product. It is the designer's responsibility to ensure that only
testable designs are released to production. Each designer must make a commitment to
designing products that are testable in design, manufacture, and service.

1.6.2 Implementation. To aid designers in meeting- the testability objectives, this
Handbook may be used as a guide in avoiding recognizzd problem areas. The inherent
testability of a design can be evaluated using the Testability Design Rating System at critical
points in the design process.

A design review should occur prior to any release of the electrical schematic or logic
diagram to artwork/layout and also at the transition to production phase. The results of
these evaluations, and any corrective action should be approved by a testability engineer
assigned to the particular program. The results should also be used as a design review
input.

ility Program Plan should be written for e:ch program, based on tailored
requiremerts from MIL-STD-216S, including among other considerations, the following:

. Testability objectives (contract requirements),

. Test subsystem concept,

. Test facilities (Development, Manufacturing, Field),

. Documentation requirements,

. Organizational responsibilities (Laboratory, IManufacturing, Program
Management),

. Guidelines and standards.




1.7 Handbook Structure.

The information contained in this handbook has been separated into the following major
sections:

. Abbreviations and Acronyms - A list of commonly used testability
acronyms and abbreviations.

. Generic Testability (top level) (Section_2) - Presents testability
recommendations which are generic and applicable to any type of design
and configuration.

. System/Subsystem (Section 3) - Presents an overview of the testability

tasks performed at the system level from th: concept phase to any
subsequent phase. It contains a description of the definition and
development of system requirements and specifications, planning of the
testability effort, and universal suggestions for enhancing the testability of
system hardware.

. System BIT (Section 4) - Describes various aspects of Built-in-Test (BIT)
and provides recommendations on how to implement BIT at system level.

. Module (Section 5) - Presents testability reccmmendations which are
applicable to all designs at the module leve! of ccnfiguration.

. Module BIT(Section 6) - Describes built-in-test (BIT) at the module level
and provides implementation recommendations.

. General Digita] (Section 7) - Presents the concepts of initialization,

visibility, and partitioning for digital designs. Aiso includes some general
and specific guidelines for SSI/MSI digital designs.

. LSI/VLSI (Section 8) - Expands on the concepits presented in section 3
and how LSI/VLSI designs can be improved for testability.
. Microprocessors/Support Chips (Section 9% - Describes tusiability

suggestions and provides testability recommendations for all types of
presently available processors and support chips.

. Memory Devices (Section 10) - Presents testability recommendations for

memory devices.

ign-for- iques. - Scan/Boundary Scan
(Section 11) - Presents the concept of structured design-for-test including
boundary scan and its implementation as IEEE Standard 1149.1.

. Analog (Section 12) - Describes methods for imnroving observavility and
controllability of analog circuits through t=st point selection and
partitioning. Specification guidelines and ATE interfacing are also
discussed.
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+  High Frequency (Section 13) - Covers such topics as partitioning, test
points, and test equipment limitations for high frequency designs.
Specific guidelines for RF, Microwave, and Monolithic Microwave
Integrated Circuits (MMIC) are also included in this secton.

. High Power (Section 14) - Provides testability and safety
recommendations for all high power devices.

. Incircuit (Section 15) - Analyzes in-circuit test techniques and details
testability guidelines necessary when using these techniques.

. Electro- ic ] - Describes electro-optics
testability.techniques

. Others (Electro-Mechanical and Other Technologies: Section 17) -
Provides testability recommendations for electro-mechanical and other
topics not covered above.

. Bibliography - List all references used in developing this report.
. Glossary - A list of commonly used testability terms used in this
handbook and elsewhere.

1.8 OBTAINING THE SOFIWARE

The software from this program may be obtained from the Defense Technical
Information Center (DTIC), Cameron Station, Alexandria VA 22304-6145 or by
phone (703)274-7633, or DSN 284-7633. Release of this software by DTIC
requires that both Government agencies and Govermment contractors send a
completed set of Terms and Conditions (see next page) to RL/ERSR, Griffiss
AFB NY 13441-5700. In addition, contractors must send a copy of their
approved DD Form 2345. Information on the DD Form 2345 may be obtained from
the United States/Canada Joint Certification Office, 74 N. Washington,
Battle Creek MI, USA 49017-3084 or by telephone at 1-800-352-3572.

If you have any questions, call the Project Engineer Roy F. Stratton at
(315)330-4205.

Requests to DTIC should reference the AD number:
AD-M200 073L
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STATEMENT OF TERMS AND CONDITIONS RELEASE OF AIR FORCE OWNED OR DEVELOPED

COMPTUER SOFTWARE PACKAGES
Date

1. Release of the following US Air Force software package (computer pro-
grams, systems descriptions, and documentation) is requested:

Rome Laboratory's Testability Design Rating System

2. The requested software package will be used for the following purpose:

Such use is projected to accrue benefit to the Government as follows:

3. I/We will be responsible for assuring that the software package
received will not be used for any purpose other than shown in Paragraph 2
above; also, it will not be released to anyone without prior approval of
the Air Force. Further, the release of the requested software package will
not result in competition with other software packages offered by

commercial firms.

4. I/We guarantee that the provided software package, or any modified
version thereof, will not be published for profit or in any manner offered
for sale to the Government; it will not be sold or given to any other
activity or firm, without the prior written approval of the Air Force. If
this software is modified or enhanced using Government funds, the Govern-
ment owns the results, whether the software is the basis of, or incidental
to a contract. The Government may not pay a second time for this software
or the enhanced or modified version thereof. The package may be used in
contract with the Government but no charge may be made for its use.

5. The US Air Force is neither 1iable nor responsible for maintenance,
updating or correcting any errors in the software provided.

6. I/We understand that no material subject to national defense security
classification or proprietary rights was intended to be released to us.
I/We will report promptly the discovery of any material with such restric-
tions to the Air Force approving authority. I/We will follow all instruc-
tions concerning the use or return of such material in accordance with
regulations applying to classified material, and will make no further
study, use, or copy such material subject to security or proprietary rights

marking. 1




7. 1/We understand that the software package received is intended for
domestic use only. It will not be made available to foreign Governments
nor used in any contract with a foreign Government

Signature of Requestor

Name of Requestor

Organization/Address

City, State, and Zip Code
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SECTION 2. GENERAL TESTABILITY GUIDELINES (Top Level)

20 OVERVIEW.
Generic testability refers to all parameters that affect the testability of any type of design

independent of the technology or level of configuration of the design. Generic testability
correlates to the subject "Top Level” in the TDRS software.
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2.1 Documentation.

The following paragraphs deal with the design and scope of the documentation supporting
a module, LRU, unit, subsystem, or system. Although it may seem only a secondary
consideration to many, well-designed documentation can greatly improve the testability of a
particular UUT or program.

2.1.1 Hardware Documentation. The purpose of hardware documentation is to provide
both factory and field test personnel with all the material relevant to the operation and
troubleshooting of the hardware assembly. The information must be structured to make
troubleshooting as easy as possible. The following are items of hardware documentation.

1.  Schematic diagram

2.  Relevant waveforms/timing diagrams

3.  Wiring diagrams and wiring run lists

4. Assembly drawings and parts lists

W

Copies of manufacturer's specification sheets for all components
contained on the UUT

UUT functional description and theory of operation
Voltage/resistance chart for UUT nodes

List of test equipment required

O 00 N Oy

Equipment performance specifications and test procedures

10. Test Flow
* Block diagram
Brief description of tradeoffs (reasons for decisions)
Faults found at each test !evel (include method of measurement)

11. Interface

Graphic description of interface

Schematic

Wiring diagram

Nodal cross-reference (bed of nails)

Assembly diagram (include assembly drawing, bill of materials,
assembly Instructions, etc. in this section)

[ ) L ) L] L] L

Each documentation package should be as complete as possible, though not all UUTs will
require the same level of documentation. The complexity of the UUT and the design and
type of tester used will affect the documentation required. For example, a digital CCA
tested on the Fluke 3010 logic tester will require a nodal counts table for all CCA nodes and
a good block diagram and theory of operation. An analog CCA, tested manually, will
require waveforms for appropriate nodes and a more detailed (component level) theory of
operation. Each type of hardware documentation is described in detail below.
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2.1.1.1 Schematic Diagram. There are several points to keep in mind in the design and
layout of the schematic diagram, which can greatly improve the testability of the UUT.
These are:

. All input pins should be shown on the left of the schematic diagram, and
output pins on the right. I/O pins should not be shown in the middle.

. If possible, a truth table for each digital IC (other than simple gates)
should be shown on the schematic diagram. If the truth tables must be
shown elsewhere, reference that document on the schematic.

. If possible, nodal counts, relevant waveforms, and/or *iming diagrams N
should be included on the schematic diagram at the appropriate nodes. If
not, the schematic should reference the document(s) containing this
information. The documentation originator should number the nodes on
the schematic and reference the node number on the document containing
the waveforms, etc. (See figure 2-1.)

NODE ¢ WAVEFORAM

Figure 2-1. Example of Schematric Node Waveform Description

. Functional designations (CK, R/W, Q, BUSRQ, etc.) should be shown
next to each 1C pin number on the schematic, except on logic gates. Logic
gates should have the input signal names listed at the inputs and the signal
name logically formed at the output.

. Power supply circuits on non power supply CCAs should be shown in a
single location on the schematic diagram and all voltages should be
labeled.

. Schematic diagrams of all sub-circuits, such as vendor-supplied modules
mounted on the CCA, should be provided - either on the overall schematic
diagram, or supplied separately and referenced on the overall schematic

diagram.

. The schematic diagram should reference the assembly drawing and give
the part number of the next higher assembly.
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. If the schematic diagram for a single CCA or assembly takes up more than
one page, all inter-page signals should be referenced with signal name
and/or number and should show zone designation and page number where
signal goes to and comes from.

. Do not show a single I/O pin more than once on a schematc without
cross-referencing the zone desigx~tons.

. Do not use more than one logic symbol to depict a specific component or
hardware part. If a vendor-supplied module includes a schematic diagram
with symbols that are different, redraw the vendor's schematic or correct
those different symbols. Different representations can be very confusing
to a technician or maintenance person.

. Make sure that just before the urawing is released to manufacturing that
the above suggestions are not "stripped out” by an over zealous
draftsman!

2.1.1.2 Relevant Waveforms/Timing Diagrams, As mentioned above, these are best

shown on the schematic diagram where space permits. When shown separately, they
should be referenced to the schematic diagram by schematic name and/or number, and node
number. The following also are important when depicting waveforms, timing diagrams and

logic diagrams.
. All voltage levels should be shown.
. If timing is important, state where oscilloscope should be triggered.

. Show all necessary specifications and tolerances (such as pulse width,
rise and fall time, etc.).

2.1.1.3 Wiring Diagrams and Wiring Run Lists. Point-to-point wiring diagrams for all
wiring harnesses, and wiring run lists for all wirewrap boards should be provided. These
should include a list of points wired together, color and size of the wire, signal name and,
in the case of a wirewrap board, the level at which the wire is wrapped to a pin. A
technician can more easily trace missed wires or shorts using a wiring diagram or wiring
run list rather than using a schematic diagram.

2.1.1.4 Assembly Drawings and Parts List. The assembly drawing and related parts list
should be as complete and simple to read as possible. Avoid overcrowding an assembly
drawing with unnecessary details. Information on the parts list should include such
specific informatiomras resistor tolerances and capacitor working voltages. This is
partcularly helpful when parts must be substituted due to shortages, unavailability, etc.




2.1.1.5 UUT Functional Description and Theory of Operation. This document should
begin with a brief description of the function of the UUT being tested. Describe what the
UUT does (i.e., memory CCA, power supply, D/A converter, etc.). Also describe how the
UUT fits into the overall unit or system.

The theory of operation should begin with a block diagram description of all functional
sections of the UUT. For instance, if a group of ICs for: - an oscillator, they can be
described as such. It would also help to label these ICs as "Oscillator” or "Master Clock
Circuit”, or whatever, on the schematic diagram, surrounding the ICs with a dotted line if
necessary for clarity. Include a separate block diagram drawing with the description (see
figure 2-2).

CLK A
MASTER | . o | xMT Timing CLK B
DISABLE—] Ctocx CIRCUIT
CIRCUIT CLK CI xMT DATA 10
SHIFT ___iEMRT'AL MULT 8
CIRCUIT bATA CCA
—— 19A7
FROM XMT
DATA CCA ‘
19A4 c ‘
[ o R

Figure 2-2. UUT Functional Block Diagram

A detailed theory of operation may or may not follow the block diagram description,
depending on the detail and type of troubleshooting required, but in general, the theory of
operation should always be provided. If the UUT is digital and being tested on a Fluke
3010 logic tester, a detailed theory would be nice but not necessary, since the technician
will be looking for nodal counts rather than functions of specific ICs. On the other hand, if
the technician is really expected to get into the circuits, node by node, with an oscilloscope,
a detailed theory of operations could be vital. Remember that field maintenance personnel
do not have sophisticated ATE at the.r immediate disposal. Also, analog circuits are always
candidates for a detailed theory of operation memo. The schematic alone may not give the
technician sufficient information due to the variety and complexity of most analog circuits.




2.1.1.6 Yoltage/Resistance Chart for UUT Nodes. This type of chart is generally useless
for digital circuits but may be helpful in analog circuits, particularly power supplies. Each
node on the UUT has a resistance-to-signal (as opposed to chassis) ground when the UUT
is off, and each node has a voltage level when the UUT is on. The voltage/resistance chart
can supply this information to aid in troubleshooting. If this type of chart is supplied, be
sure to specify the type of meter being used (i.e., a 20,000 ohms/volt multimeter, digital
voltmeter,etc.).

2.1.1.7 List of Test EQuipment Required. All equipment required to test the UUT should
be listed and a drawing of the test setup also should be supplied. Important factors that
should be noted along with the list are: part numbers of connectors required in test setup to
interface with the UUT, types of coaxial cable required, and terminations or loads required
in the test setup.

2.1.1.8 UUT Performance Specifications and Test Procedures. Perrormance
specifications and UUT I/O tolerances should be listed. When choosing tolerances, be
careful not to make them so tight that more UUTs fail than pass a test. Make a special note
of unusual or abnormally tight tolerances for the technician. Test procedures should be
clear and easy to follow. A step-by-step test is often the easiest type of format to follow.
An alternative, especially for more complicated procedures, is a flow chart with subroutines
to aid in isolating faults. No matter what type of test procedure format you choose, always
provide information on what the operator or technician should do if a step and/or entire test
fails.It is difficult to isolate a fault when the technician does not even know what signal or
function he/she is checking in a particular step.

2.1.1.9 Typical Failure Modes. All analog and all unusual failure modes should be
documented. If a failure in a circuit causes a delayed output transition, then this failure
mode should be specified. Documenting such failures alerts a test program developer or
technician of its possible occurrence. The test program developed may create a test to
check for the failure or a technician may look for the failure during debug.

2.2 Hardware Selection.

The parts chosen for a design should be well documented or data sheets should be provided
and easy to procure. Older parts which are no longer manufactured are very difficult to
replace. If old discontinued parts fail then custom parts may need to be madc :o replace
them or a partial redesign may be necessary. The same problems may result if very
customized parts are used. If a similar functioning standard part exists, then it should be
used rather than an obsolete or customized part (as long as it meets performance and other
requirements).

2.3 Test Philosophy.

Often separate test programs are developed for production testing and depot testing. The
tests are similar, however, the production test program will often undergo modifications
due to operational experience. A production tester may test thousand of units Under Test
(UUTs) over several years whereas a depot tester may only test twenty units during that
test ime period. As a result the, the production test program is often improved due to the
production experience modifications. After a year of use, the production could be much
more accurate than the depot tester due to modifications.
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A better approach is to use the same test program developed for production test in the
depot. This concept is referred to as "vertical testability". By employing "vertical
testability,” cost and time needed to developed test programs are reduced. Only one test
program needs to be developed. When modifications are made to the production test
program, a copy of the program (with a new revision number) would be sent to the depot.
The depot would then have a more accurate test program with very little added cost.

Overall, using "vertical testability” saves money and time and is an efficient test
philosophy.




SECTION 3. SYSTEM/SUBSYSTEM TESTABILITY GUIDELINES

3.0 QVERVIEW.

This section examines the basic objectives in designing for testability at the
system/subsystem level, emphasizing the role played by the system engineer and the
testability engineer in accomplishing these objectives. The major benefit of enhanced
testability is lower product cost. For example, increasing the testability of a specific design
to improve product yield at the manufacturing plant can lower unit production cost of the
end item. Operation and support costs can in turn be lowered by improving product
testability, so as to isolate faults more rapidly and without ambiguity to the field replaceable
item in deployed systems.

Another benefit associated with testability is gugmented system readiness. System level
testability parameters are directly related to the ability of a deployed system to be
operationally ready to perform required mission functions. This aspect of testability must
be interrelated with all other objectives by the system planners in order to achieve a
balanced design, a product whose testability characteristics meet system requirements at the
lowest life cycle cost (LCC).
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3.1 Testability Planning.

The basic vehicle for organizing and implementing design for testability efforts is the
ility Program Plan. The development of planning documents and the requirements
necessary to define testability design specifications are also described in this section.

3.1.1 Testability Objectives. The successful completion of a design-to-test effort impacts
system performance, production test, and field support. Specific goals addressed by a
testability program include:

. Maximizing operational capability through the use of built-in test (BIT),
which includes user friendly controls and displays. (See section 4.0)

. Optimizing equipment availability by rapid fault detection and
unambiguous fault isolation.

. Reducing support system complexity by providing compatible, cost-
effective test systems.

. Reducing acquisition cost by optimizing production yield through efficient
testing.

. Reducing BIT/ATE test complexity by providing standardized
hardware/software.

To achieve these objectives, planning must begin at the concept exploration phase and
continue throughout the demonstration and validation phase. This planning process must
consider:

Diagnostic test plan

Maintenance levels of the support system .
Factory test plan and factory test equipment (needed and/or available)
Preventive/corrective maintenance requirements

Throw-away versus repair decisions

Operating environment of the system

Support test equipment (needed and/or available)

Environmental and/or packaging requirements

Built-in test equipment capabilities

Skill level of maintenance technician

[ ] L * [ ) L ] L [ ] * L L
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3.12 m T ili irements an ifications. The prime system testability
requirements and specifications, which result from an analysis of the system utilization, the
support concept, and the performance requirements must be clearly stated and allocated in a
top-down process in order for the test subsystem to be effective in performance
monitoring, fault detection, and fault isolation. These are fielded hardware conditions and
must also be coordinated with the needs of the production facility. If done early enough in
the design cycle, the proposed prime item test subsystem, whether BIT and/or ATE, and
the prime item haraware itself can be configured, with very little additonal hardware and/or
software to ease the production test burden.

On-line BIT monitoring is the most desirable mode of operation and is dictated by the prime
system and mission needs. This requires tradeoffs in cost, technical impact on the design,
and the operational requirements for the mission. (See section 4.7.1).

3.1 3 Testability F-ogram Plan Formylation. The considerations listed in paragraph 3.1.1

provide a framework for developing a set of tasks during the early phases of a program, the
results of which should be documented in a Testability Program Plan. As a minimum, the
following major task efforts shculd be accomplished during concept exploration and
incorporated into the Testability Program Plan as appropriate:

. Establish the qualitative and quantitative testability requirements for the
system/subsystem.

. Conduct preliminary tradeoffs to establish the test system definition and
provide design criteria for system/subsystem compatibility with test
philosophy.

. Incorporate testability requirements into the system/subsystem
specification.

. Correlate requirements for testing the system during its assembly and
checkout, and during the field support period. Unit production cost goals
derived from life cycle cost data should be a major influence on the factory
test approach.

Preliminary testability specifications are further developed and imposed on equipment
designers during the follow-on demonstration and validation phase.

3.1.3.1 Testability Program Plan. The Testability Program Plan is a variety of information
tailored to each specific program. It should contain a brief overview that will provide a

functional description of the system along with its physical hardware. Testability
requirements should be included; these should be extracted from the top level specification
(or if unavailable they must be self-imposed) and allocated to the lowest design level
appropriate for the program.

A description of the test subsystem and its compliance (or noncompliance) with the
testability requirements should follow, in addition to a rationale for the test subsystem
configuration. High failure rate and high risk items should be identified as well as those
that are time consuming to replace. These items are also candidates for additional test
points.




The test subsystem description should contain a statement of the electrical test adjustment
philosophy that describes the electrical adjustments that are required during test. It should
also include a discussion of (1) the features that will facilitate production testing and
diagnosing to the comp-ent level, (2) standardization between production and field testing
(hardware, software, firmware), and (3) how a functioning system is recognized in both
production and deployment.

Additonal information needed for the plan would include a list of test equipment
requirements (hardware and software) for development, production, and deployment as
wel! as the documentation requirements (hardware, software, firmware, dlagnostlc and
test, and a Test Requirement Specifications (TRS).

The plan should also cover such areas as (1) the assignment of responsibility for testability
reviews, (2) TRS generation, (3) test and validation, (4) test grading, (5) any required
demonstration planning, and (6)a teswacility schedule of events.

3.2 Testability Requirements;.

Quantitative testability requirements are established by customer needs associated with
readiness objectives. Other requirements or guidelines reflect the benefit of past experience
and impact all objectives previously mentioned. The following paragraphs describe the
System Engineering Process to design testability into a system/subsystem level UUT.

3.2.1 System Engineering Process. The system engineer's task is to identify the

parameters, constraints, and tradeoffs imposed by the system needs/requirements. The
output of this task is a consistent set of end item specifications for design. A general
system testability program flow is illustrated in figure 3-1; a general testability task matrix
is shown in table 3-1.
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Table 3-1. Testability Task Matrix

Program Phase

Task
Concept | Nesign | Production

Testability program X v X

planning
Testability reviews v v S
Data collection and X v v

analysis planning
Testability requirements v v X
Preliminary testability X v S

design and analysis

Detail testability design X v S
and analysis

Testability demonstration X v S

S - Selectivity applicable to design changes.

X = Not Required v = Required
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Basic studies must be performed by the engineering disciplines as shown in table 3-2.
These tasks are coordinated, integrated, and refined to establish a set of specifications for
design. Some of the factors that must be included during the tradeoffs are expanded upon
in the paragraphs that follow.

Table 3-2. Testability Interfaces with Engineering Disciplines

Discipline Testability Related Tasks

System Design & Test 1. Allocate readiness and performance requirements
to design parameters.

2. Allocate test functions to hardware/software
implementation.

3. Determine cost of alternative test approaches.

4. Define factory test concept.

Equipment Design 1. Establish functional design satisfying
allocations to include partitioning,
observability, controllability, memory
allocation for BIT, etc.

Assurance Engineering 1. Establish device tx?e reliabilities and provide
BITE reliability allocations.

2. Provide MTTR allocations.

3. BITE effectivity analysis SBEA) based on
component failure rates and BITE fault coverage.

Integrated Logistics . Allocate field support test times.
Support

1

2. Define preventive maintenance approach.
3. Determine 1ife cycle costs.
4

Compare test approach alternatives with existing
support practices.

The ease of fault isolation depends upon (1) the degree of partitioning, (2) controllability
and (3) observability. These fundamental attributes must be considered throughout the
design phase regardless of the level (system, subsystem, or module) or technology (digital,
analog, etc.) of hardware.
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3.2.1.1 Partitioning. Partitioning should be such that each function is implemented on a
single replaceable unit to make fault isolation as straight forward as possible and still
consistent with other requirements such as human factors, cost, reliability, etc.

If more than one function is necessary in a replaceable unit, provision should be made to
allow for the independent testing of each function. In this case, electrical partitioning may
be accomplished through the use of tri-state devices as illustrated in section 7. Subsequent
to the optimum partitioning of the unit, the interface between one function and another must
be properly designed and analyzed so that status monitoring and diagnostic data are correct
and consistent between functions.

The maximum number of unit I/O pins is also a constraint on the partitioning and must be
consistent with the proposed ATE.

Special test input signals, data paths, and circuitry must be included to provide the test
system, whether BIT or ATE, with sufficient test points. Data paths and circuitry are also
necessary to provide the test system with adequate observability for the required fault
detection and isolation within the unit.

When a fault is detected, a divide-and-conquer approach for isolating to a lower level unit
or component can be performed by the BIT or ATE. The proper level of partitioning,
observability, and controilability will facilitate the sequencing of the BIT or ATE through a
fault-isolation series of steps until the problem has been located.

The system should be partitioned so that signals at each LRU can be input and monitored
independently without removing the LRUs from the system.

The capability of entering test signals into LRUs/Subsystems and monitoring their
individual output without removing LRUs from the system requires considerable design
forethought. It is usually paid off by reduced integration, test, debug, and repair time.

3.2.1.2 Error Budgeting. A portion of the allowable system error should be distributed to
the lower level hardware to help increase the production yield and to also preclude test
inconsistencies between any of the maintenance test levels. In support of this, an error
budget analysis must be performed if two or more parameters contribute significantly to a
higher level tolerance. The following guidelines should be observed in preparing this error
budget:

. Include every parameter that contributes more than 10 percent of the
specification tolerance.

. Assume a worst-case tolerance stack-up where three or fewer contributors
are involved.

. Utlize ROOT SUM OF SQUARES (RSS) computation of tolerances for
more than three contributors if they represent independent variables.
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The error budget is then used to develop test tolerance limits for production acceptance
testing. In those instances where the accuracy of the test equipment is not adequate to meet
the test tolerance requirement (defined as the specification limit/measurement system
accuracy) the tolerance limit contained in the Test Requirement Specification (TRS) can be
adjusted as described in paragraph 3.1.3.1. Caution should be exercised because it may be
more cost effective to redesign the hardware under test or to develop/obtain new test
equipment than to accept the lower yields associated with tighter limits.

Since error budgets are nommally set up on an RSS basis, status monitoring will look at a
gross subsystem indication. Thus an out-of-spec condition may or may not be important
before status monitoring calls a halt to the process, and should be analyzed carefully during
allocation and design to be consistent with other requirements.

3.2.1.3 Applications of Guardbands. In setting specification design values and tolerances,
the system/design/test engineers must apply a technique called guardbanding to avoid

problems due to factors such as normal drift, wear, environmental effects, test equipment
measurement accuracy, or noise. Figure 3-2 depicts the tolerance cone for the various
levels of test that would result on a given piece of equipment when guardbands are applied.

If the specification tolerances between levels are the same (resulting in a cylindrical, rather
than conical pattern), a field reject may "Retest Okay" at the depot or factory while nev
units may fail on installation into the system. This results in large numbers of spares tied
up needlessly in the file support organizations and adds significantly te life-cycle costs.

To preclude this problem, the tolerance variation between one test level and the next should
as a minimum differ by the test equipment accuracy plus a factor to cover drift due to aging
and environmental conditions. The tests performed between one maintenance level and
another should also be similar to minimize the No Evidence of Failure (NEQF) condition.

[+ ~+|— SYSTEM PERFORMANCE REQUIREMENT

Je— | ORGANIZATIONAL TEST TOLERANCE

J+ | INTERMEDIATE TEST TOLERANCE

[~ — | DEPOT TEST TOLERANCE

= . FACTORY TEST TOLERANCE
|« “| DESIGN TOLERANCE

-~ NOMINAL DESIGN VALUE

Figure 3-2. Test Level Tolerance Cone
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3.2.1.4 Testability Tradeoffs. As a result of this interactive process, the system engineer
and the testability engineer must now allocate performance and readiness parameters related
10 testability in order to derive firm hardware/software design specifications.

Examples of more detailed trade studies include:

Degr=e of BIT versus ATE used at various maintenance levels.

Fault resolution by BITE sensors versus diagnostic software.

Degree of BIT self-test capability.

Degree of on-line BIT versus off-line BIT.

Value of failure trends analysis (fault prognostication) capability in system
status monitor.

3.2.1.5 Syste.., BIT Design. (See section 4.7.1).
3.2.2 Performance Related Requirements,

Evaluate the functional capability of the system and its sub-elements
throughout a mission engagement.

Maximize the ability of a system to re-configure (around failed elements)
and sustain performance throughout a mission.

Report fault occurrences based on a functional partitioning of the system.

3.2.3 Test Grading/BIT Effectivity. (See para. 4.9).
3.2.4 Demonstration Planning. (See para. 4.9.1).




3.3 Testability Plagning Guidelines.

The following testability guidelines should be complied with prior to the starting of
equipment design.

. Develop a Testability Program Plan.

. Define all testability related requirements down to the lowest applicable
design level.

. Identify expected test equipment for all phases of the hardware life cycles.

. Determine the degree of BIT versus ATE to be used at the various
manufacturing and maintenance levels and define the test subsystem (see
section 4.0).

. Develop an error budget for all levels of hardware.

. Follow a standard such as MIL-STD-2165.
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3.4 System Testability Design.

Initial requirements are established by the allocation process previously described.
Iterations of this process between system and design engineers then progress as the test
system definition evolves. Examples of inputs assessed by this process include:

Test concept alternatives.
. Partitioning of test functions.
. BIT schemes to optimize visibility and observability. (See section 4.0)

Key considerations for the system engineer during concept exploration, development, and
validation phases include:

. Assigning the degree of self-test capability.
. Determining the role of diagnostic software.
. Minimizing false alarms.

These factors are discussed in greater detail in the fc.!owing section (see section 4, System
BIT).

The following paragraphs. give specific details for Testability Guidelines for System Design.

3.4.1 Connections and Cabling. The design application of system and subsystem
connectors and cables affect the serviceability and testability of an electronic system.. In
some cases, up to 90% of all system problems were caused by faulty interconnects. (Also,
see section 5.2.3).

1. Interconnects can be reduced in number by use of VLSI and/or fiber-optic
cables reducing overall system fault possibilities. The number of
interconnects can be reduced by serializing transmitted data. Since, fiber-
optic cables have a high bandwidth, more data can be serialized than in a
conventional cable.

2. Connector and wire types should be standardized to improve test and
logistic conditions.

Avionic and ground systems generally incorporate "standard” connectors,
but the number of "different” standard connectors should be kept small.
Use the same connector type keyed differently where possible.

3.  Provide effective connector keying, color coding, and marking to prevent
mismatching.

Defeatable keying on LRU connectors reduce the number of unique
interface adapters needed for a specific ATE.
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10.

Provide adequate clearance around connectors for
engagement/disengagement of cables and proper connector orientation in 3
minutes or less.

Removing and replacing cables (neatly bundled) in less than or equal to 3
minutes can be accomplished with good mechanical design of system
interconnections by using quick release cables and not having tc ~=move
other cables to get to any specific cable.

Remember also to provide adequate space for cables, including sleeving
and tie-downs, and adequate service loops for ease of
assembly/disassembly.

Label, and where possible color code, each wire in a harness or cable to
facilitate tracking from origin to termination.

Systems providing any where from a half a dozer to hundreds of cables
become impossible to integrate, test, debug, or repair without eac. end of
the cable clearly marked (and keyed) as to the exact LRU and connector
number it is to be attached to. Marking the cable designator on the cable
along with bar codes is also recommended.

Standardize connector pin assignments for power, ground, and other
frequently used signals.

All LRU/subsystem critical nodes (and or test points) need to be
accessible from a connector to prevent need for internal LRU probing or
access.

Avoid hidden cables.

Visually inspecting ard tracing all assembly cables rather than having
hidden cables (such as behind other cables or even LRUs) allows for a
quick system and cable integrity check which aids in overall system
integrity and debug. This also implies quick access for manipulative
actions.

Provide at least 10 percent spare wires on all multi-conductor cables. This
is especially true for cables which are used in between bulkheads
connecting LRUs dozens of feet apart. A break in any connector allows a
quick rewiring at each LRU end rather than trying to pull out a 150 foot
multi-conductor cable.

Avoid right angle connector shells. If used, pay attention to each cable

lay. If cable lay is not watched, a right angle connector shell can provide
unnecessary cable wear on individual conductors lowering cable life.
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3.4.2 Power. Power supplies are usually standardized by such MIL-STDs as 1760B and
465B. Avionic power supplies usually run at 400 Hz as opposed to the usual 60 Hz for
ground systems. Avionic systems usually are + 40 V, + 28 V, +15 V, etc., while ground
systems run at 220 Vac, 115 Vac, +28 V, + 15 VDC, etc.

. Using standard power on avionic and ground systems, makes
interconnections to standard ATE much easier reducing test times and cost
of not having to design power adapter circuitry.

. Disconnecting the high power section from the system and then being able
to check at other (low power) LRUs provides much better safety to the
test engineer, especially if the interlock problems can be solved.

. Also on power failure of the main system power supplies, system design
should be done in such a way that one is able to quickly disconnect power
cables and apply external power supply signal connections.

For high power testability design, see Section 14.

3.4.3 Computer/Controller. Interconnecting Buses and Software. More and more
"Systems" are controlled by some form of computer control using interconnect buses to
connect LRUs. Testability guidelines are as follows:

. Be able to reset the system at any time either remotely or by means of a
reset switch or push-button (in case it should get "hung up").

Computers occasionally "hang up” due to any of many reasons including
faulty software (prevalent in very large systems). Provisions have to
made to bypass computer control and regain manual control or the system
may be lost.

. Provide direct access to address/data buses so ATE can read data directly
from the system and exercise individual components.

Standard test and maintenance buses (such as IEEE-STD 1149.1)
accessible through a test connector greatly simplifies system
troubleshooting by supplying access to all faults through the connector.

. Use standard communication signals between systems, subsystems, and
LRUs (such as 1553B, an avionic requirement) so dissimilar systems and
all ATE with 1553B capability can be hooked together, without design of
costly adapters.

. Divide system software into common software module/structures by
system function to greatly enhance testability of individual functions for
both software and hardware.

. Employ higher order software languages.

Employing a higher order software language in a system make it much
easier to integrate, test, and debug since the test engineer can easily
interface to the controller through a keyboard.
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. Use a standard like the ARINC Communications and Reporting Systems
for remote diagnostic/maintenance to makes life easier for the test engine=r
and requires less customized ATE equipment for test (especially for
satellites, etc.).

Often critical functions will require redundant circuits for fault tolerance.
These redundant units must be tested independently so that faults can be
isolated to one of the redundant circuits.

3.4.4 System Test Points. Test points are not usually related to systems, but are
often provided in system control panels to check out remote system LRUs from a
central location.

. For system test, test points for I/O and readouts should be in close
proximity to each other so that one test engineer can perform a test while
monitoring the readouts. If more than one engineer is required, test cost
will escalate.

. Provide system test points with contamination cover.
System test points without protective covers are prone to system
contamination. Also, depending on contamination type, test points can
become functionally useless with time reducing overall system testability.
. Design test points to not interfere with tested signal during integration.

Incorrect design of test points (without buffer circuitry, i.e., a resister,
etc) can lead to disastrous effects to main circuitry.

Incorporate standard impedance level at test points so test equipment can
access these test points directly without need of additional circuitry (such
as 50, 75, 130 ohms, or greater than 130 Meg. ohms).

3.4.5 Mechanical Guidelines;. Many of the general mechanical guidelines for modules
also apply to systems (reference section 6). Much time is usually lost removing the LRU
after a system problem has been diagnosed to a subsystem or LRU.

. Design the system such that an LRU can be replaced in < 30 minutes.
Replacing LRUs/Subsystems in < 30 minutes (without special tools) is a
good rule of thumb easily accomplished with good mechanical design for
testability and repair (such as utilizing fewer screws, 1/4 turn screws, and
not hard-wiring removable covers.

. Avoid manual adjustments at the system level.

Manual system interactions such as ‘select at test' and manual adjustments

slow down overall system test, debug, and repair (costing more time and
money).
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LRUs/Sub-systems should be mounted on drawer slides or extender racks
to provide easier accessibility during integration, testing, debug, and
repair of these UUT, especially when the LRU is still in the system.

Use a modular system design (see MIL-STD-2076, AFLC/AFSCP 800-
39, 3960-90).

Modular system design means that each subassembly is designed as a
functionally complete entity. If this were not the case, then when a
subassembly was removed for testing, ATE would need custom circuitry
to simulate missing functions.

Clearly mark all subsystems/LRUs.
When a system contains multiple LRUs or subsystems which are not
clearly marked with ID numbers, generic English identifiers, and location

reference designators, then system integration, test, debug, and repair can
become a nightmare if not impossible.
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3.4.6 i jons. System operators and test personnel safety is of
prime concern during design of a system for testability and outweighs all other testability
requirements.

. Clearly mark hazardous or hazard emitting systems both in English and
in*~mational symbols when requiring system covers to be taken off just
betore testing or a mission.

. Provide fire/smoke/hazard Detectors.

Fire/smoke detectors and sprinkler systems protect not only the system
but also the test engineer during integration, test, and debug.

. Au safety and arming devices should be provided with visual/audible
alarm plus single switch deactivation,

IWssiles contain self destruct mechanisms on adjustable time fuzes. Itis
absolutely essential that these self destruct sequences are not only
available through a special multi-sequence code to prevent accidental turn-
on during test, but include a visual/audible warning on turn-on, and a
single switch deactivation for both manual and remote service.

. Provide all automatic override operator monitors with a visual or audible
alarm.

Complex systems contain "operator monitor” to take evasive or other
action if operator fails to do so in a given amount of time after warning
sounds.(such situations arise in battle: approaching obstructions, altitude
too low, approaching threat (missile)). Test engineers need audible/visual
warning before one of these monitors engages, for safety reasons.

. Provide Battle Shorts with audible/visual alarms.

Often systems will include a 'battle short' switch which allows a system
to continue running despite catastrophic internal problems which can
result in fires and even explosions. Using an audible and visual display to
warn the test engineer it has been engaged, is absolutely necessary.

. Any explosive circuitry should contain a code sequence to activate it and a
deactivation switch in case it is accidentally activated.

3.4.7 System Testability Design Summary. To insure compatibility with all present and
future USAF ATE and greatly reduce the need for custom ATE, use MIL-STD-1760. Itis
used on many avionic platforms including: B1-1, B-52, F-15, F-16 Programs. It provides
I/O standards including plug/connector, socket, and pin connection types, 3 phase AC
power, 2 independent 28 volt power supplies, and a future requirement of two fiber-optic
connectors.
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Systems capable of providing their own stimulation by being functionally independent
require less test equipment (i.e, no external stimulation is required and ATE does not have
to provide for missing functions). This makes systems easier to test by fault isolating to
one functon.

1. Long test times (= 10 minutes) usually cause a system to heat up
considerably and are not recommended without auxiliary temperature
monitors and cooling equipment available. Also, if a system has to warm
up for more than 10 minutes each time it is shutdown for any reason
during test, test time can increase to the point of impracticality.

2.  For remote systems, provide factory “mockup” systems.

Often inaccessible systems develop specific faults that cannot be
diagnosed without access to an identical "non-flight" system in the
factory. The non-flight systems can be used to simulate the error and
debug a problem before a line of action can be recommended.

3. Provide easy access to subsystem LRU backplane.

A good way to gain access to an entire LRU backplane is through an
empty card slot, if any are available (other than all operational test points
coming out through a test connector).

4. Provide quick access to removable items.

When fuses, transient protectors (for lighting strikes), desiccants, etc. are
quxckly accessible without having to remove LRU covers, over-all test
times can be reduced.

5.  Avoid custom design systems when commercial equipments are available.

Use standard of-the-shelf commercially available electronic modules such
as power supplies and controllers. They are cheaper, since spares are
available that can simply be interchanged at any hint of trouble. Custom
design units need to go through long debug times.

6. Provide ground terminals for system test.

All LRU/subsystems need good measurement instrument ground
terminals on their structures, otherwise, it is difficult to know whether
good contact is being made.

7. Avoid filling a system with gel, inert gas, or even pressuring with gas. It
can greatly increase integration, test, debug and repair times from days to
months (if it can be tested at all).

8. Avoid needing a clean room etc. to test a system/subsystem, by clever
design. Requiring a laminar flow bench or a clean room (class 100 to
100,000) can greatly complicate system integrarion, test, debug and repair
times (clean rooms abound with hidden costs). Systems can be designed
to minimize or eliminate these requirements.
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10.

11.

13.

14.

15.

16.

Avoid need for "state-of-the-art” ATE. A system should be designed so
that it can be tested with simple of-the-shelf "commercial” ATE. "State-
of-the-art " ATE usually is very expensive.

Provide testability coverage to at least 90%, or greater, of all possible
faults. For a system/subsystem or LRU t» provide isolation to 90%, or
greater, of all possible faults to the next level of disassembly gives an
excellent coverage and is usually the minimum required in DoD contracts.

Provide for an on line "Expert Diagnostic System" through the system
controller. Availability of an "Expert System" for system diagnostics
greatly simplifies the test, debug and repair procedure saving considerable
time, effort, and cost.

Be able to break all system feedback loops. System level feedback loops
need to be broken and controllable by ATE to isolate problem to individual
sections within feedback loops.

Provide redundant circuits for critical system functions. By employing
redundant circuits for critical system functions, the off line sections can be
tested with no system interruption of main functions. The system can
usually switch in very short itme allowing other circuits to be tested. This
redundant circuit can aid in overall system testability.

Provide system access to any circuitry employing a scan testability
technique. Scan techniques (although meant for IC and/or CCA checks)
can also be employed in system checks by allowing a user to access
internal registers and signals. See section 11 for more information.

Provide system "self” calibration. Automatic self calibration of system
functions, especially to government calibrations standards, verifies
accuracy of system measurements and does not require external calibration
equipment.

Provide all necessary documentation and specifications for system testing.
A total specification and documents package needs to be available for
maximum expediency of integrating, testing, debugging, and repairing
systems. (see section 2).
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SECTION 4. SYSTEM/SUBSYSTEM BUILT-IN TE™ (BIT)
GUIDELINES

40 OVERVIEW.

Avionic and ground systems are becoming more complex. A typical system may contain
dozens of subsystems (or LRUs) incorporating hundreds of circuit cards with thousands of
VLSI circuits including more than one hundred microprocessors/controilers all connected
by many miles of cables. These systems are beginning to require more and more support
equipment .

To reduce manning and skill level of the system operators and maintenance/test personnel,
the systems themselves must have designed into them a high level of "system self-test "
achieved through Built-in Test Equipment (BITE) performing Built in Test (BIT); also .
sometimes called Built-in Self Test (BIST). BITE can be identified as a component or
group of components including re-workable stand alone test equipment modules, and
unique circuits within functional modules. (For information on module level BIT, see
section 6).

BITE (performing BIT) should be designed into a system so that the BITE does not effect
the operaton of the prime avionic/ground function and that the function could continue with
no BITE present.

System Level BIT can require as much as one third of a total system "Real Estate” circuitry
which includes area and weight not to mention additional power requirements.
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4.1 System BIT Advantages for the U.S, Defense Dept. Maintenance Levels.
Avionic/Ground Systems have historically been divided into 3 levels of maintenance.

. Organization Maintenance Level
. Intermediate Maintenance Level
. Depot Maintenance

The present trend for the 90's is to reduce this to two levels: the organizational and the
depot level.

4.1.1 Qrganizational Maintenance Level. BITE/BIT is used predominantly at the
organizational level for systems (reference RADC-TR-87-55). BITE/BIT gives the

operator confidence that the system can or cannot perform a particular mission.

At this level, BIT improves operational readiness by reducing down time, i.e., reducing
Mean Time to Repair (MTTR) and by reducing support resources such as:

. skill level needed to isolate and replace modules identified by BITE/BIT
and

. the size of the inventory required to support module replacement

This is all achieved since BIT and fault isolation is integral to the system design. In many
cases, module level BIT can be exercised at the system level and again at the organizational
repair point to verify the module indictment of the system test.

4.1.2 Depot Maintenance Level. Module level BIT in conjunction with external test
equipment is used for further fault isolation at the Depot. This will be discussed in more
detail in section 6.

4.1.3 Actual BITE/BIT Penalties. BITE/BIT overhead circuitry for the older 3-level
maintenance approach can be as low as 3% for a simple "end-to-end" test of an Intercom to
almost 40% overhead circuitry for extensive BITE/BIT needed to achieve a 98% fault
isolation down to one LRU for a complex ground based Radar System.




4.2 System Self-Test

System self-test can be broken down into two large categories:
. Central Integrated Test System (CITS).
. System Integrated Test (SIT).

4.2.1 Central Integrated Test System. CITS is a system seli-test and maintenance

approach using a dedicated centralized computer controlled Airborne/Ground Test system
which is un integral part of the Prime system. Such a system is used in the B-1 bomber
(see figure 4.1). Here a dedicated test diagnostic control console/CRT is available between
the two rear seat pilots. This console monitors mechanical system conditions including
battle damage.

4.2.2 Systemn Integrated Test. SIT is the other system self-test and maintenance approach
in which data is gathered using BITs existing in individual subsystems/LRUs. A computer
not primarily dedicated to system self-test may store and compare these data outputs
between subsystems on a limited basis.

4.2.3 BIT Classification. The above two categories of self test may utilize one or more of
the following classes of BIT.

1.  On-line (active) BIT;
Background non-interference testing while main system function is on.

3

On-line (passive) BIT;
BIT on demand (a push of a button) may interfere with main system
function.

3. Offline BIT;
Such extensive BIT as to require main system function to stop.

These will be discussed further in paragraph 4.6.
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Figure 4-1. Example of B-1 Bomber Weapons System Employing CITS
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4.3 System BITE Functional Characteristics.

System BITE functions designed into a system should incorporate the following three (3)
general suggestions:

.

Failure of BITE circuitry should not effect system performance.
BITE circuit reliability should greatly exceed hardware being tested.

"Simple"” BITE circuits should monitor and detect 85%, or greater of all
the predicted failures of the system being monitored & tested.

4.4 System BIT Functional Characteristics.

BIT within a system performs three related basic functions:
. System monitoring.
. System checkout.
. Fault isolation to an LRU.

Fault isolation, of the three, is the most complex.

4-5




4.5 System BITE/BIT Software/Hardware Tradeoffs.

4.5.1

. Software implies hardware in the form of a computer (or

controllers) and software. The advantages are:

Offers ability to renrogram different BIT during system modification.
More comprehensive; using a fixed amount of hardware.

Provide input stimuli and monitoring of the outputs of the system under
test, especially for cables between subsystems.

Provide diagnostics for a functional area fault isolation.

Store BIT threshold (value which defines if a BIT measurement is a fault)
incorporated in software.

Cost of applying software BIT can be reduced to a minimum, for hardware, if the system
computer/controller shares operational and test functions. When system computer
resources are not available, dedicated computers have to be provided much as in the CITS
testability approach discussed earlier.

4.5.2 Hardware BIT advantages. This type of BIT is very useful in areas of signal format
transformation (A to D and D to A). The greatest value for this type of BIT is where
software cannot be used efficientlv. This includes:

.

Areas which are not controlled by a computer such as a power supply
(using visual BIT indicator).

Systems which have computer control but have no memory left for
application to test programs and only minimal real estate for test circuitry.




4.6 On-Line (Active/Passive) Versus Off-Line BIT.

On-line active and passive BIT, and Off-line BIT was defined in paragraph 4.2.3. The
difference between the two is discussed in the next two paragraphs.

4.6.1 On-Line BIT (Active and Passive). On-line BIT in system testing usually results in
immediate detection of critical system malfunctions.

. Always maximize the amount of on-line active BIT as long as it does not
interfere with functional system processing or required processing time.

. BIST to be automatically run as an on-line active BIT and in some cases
activated on demand by off-line passive BIT (see para. 4.6.1.1). It
should also be able to be activated on demand by an operator.

4.6.1.1 Qn-Line Passive BIT. Passive On-line BIT (BIT on demand), causes minimal
interruption of normal functions and may be acceptable in certain systems (Radar systems,
etc.), but in others could disrupt mission critical functions (such as auto pilots). 2ften on-
line active BIT is a subset of user demanded passive BIT.

4.6.2 Off-Line BIT. Off-line BIT is used mainly after a system malfunction has occurred
duiing On-line BIT and it is necessary to perform such intensive BIT testing as to require
sy»tem prime function to be shut down until testing is complete.

System specification requirements in regards to system mission dictates the best
co'nbination of On-Line/Off-Line BIT for a given design.

4 5.3 Inductive/Dedyctive BIT. Inductive and deductive BIT techniques are useful in
sy stems that have limited available real estate, weight, size, and power.

4.¢.3.1 Inductive BIT (IB). IB is used to induce that a single function is within its stated
limits, by the fact that test functions which generate these untested functions are within
stited tolerance limits themselves.

4.5.3.2 Deductive BIT (DB). DB is used to deduce that when a tested functon is within
itz tolerance limits all variables used to generate this function must also be in their
respective limits. In other words if a radar system output is measured normal, the
assumption can be made that transmitter, waveguides, cables and power supplies must be
f. actioning correctly.

Tiiese two methods (IB+DB), although necessary in diagnosing problems in systems, do

nct provide as much detail as off-line BIT and are subject to large FALSE ALARM
RATES.
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4.7 BITE/BIT Desien Considerati S . i Definitions.

As mentioned in section 3, key considerations for the system engineer during concept
exploration, design, development, and validation phases include:

e  Assigning the degree of self-test capability. (See section 4.7.1).

. Minimizing false alarms. (See section 4.7 4).

. Determining the role of diagnostic software. (See section 4.8).
These factors are discussed in gn:afer detail in the following paragraphs.

4.7.1 Configure Optimum System BIT Design. In order to configure an optimum BIT
design and assign the degree of SELF TEST capability, various inputs are required.

1. Worst- case stress analysis must be available to ensure that any circuit
failures induced by temperature extremes, end-of-life tolerances,
combinations of component tolerances and power supply variations are
detected and that an excessive number of false alarms are avoided.

2. BIT system thresholds must be consistent with lower level test
specifications to prevent excessive No Evidence of Failure(s) (NEOFs)
from occurring.

3. Reliability predictions must be performed so that high failure rate items
can be identified. In conjunction with the prediction, a Failure Mode and
Effects Analysis (FMEA) should be done to ensure that malfunctons will
not adversely affect other units and to determine the exact level of BIT
achieved. The FMEAs are derived from functional flow diagrams,
schematics, and timing sequence diagrams, which are analyzed for
various failure modes (Reference "BIT Verification Techniques” RADC-
TR-86-241).

4. A list of all components, their failure modes, and associated failure rates is
systematically developed. From this list, high failure probability
components are chosen as BIT interrogation candidates.

5. As was shown in the System Chapter (section 3), On-line monitoring, in
general, is the most desirable mode of operation and is dictated by the
prime system and mission needs and this requires tradeoffs in cost,
technical impact on the design, and the operational requirements for the
mission. A major determinant in selecting candidate test subsystems is the
required mean corrective maintenance time (Mcy).

A major item in the M calculation is the time to disassemble, interchange,
reassemble, and check out the system. When this information is }.nown,
the time remaining in the M calculation for isolation and localization is
available.
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Prime equipment can be field tested with BIT or ATE. However, for systems with digital
processing capability, the hardware BIT concept is the more cost-effective approach. The
BIT should have the capability to not only detect subsystem faults and isolate to one
subsystem module or group of modules, but also should provide aid in isolating to a
specific faulty component for use during production or CCA repair.

The degree of fielded off-line testing will largely depend on decisions regarding specific
maintenance levels and locations.

Once all of these decisions have been made, it can be determined what level of BIT is
required to locate the malfunction to a functional area and how small that functional area
should be.

The following sections show how the system level of BIT chosen can be described with
relaton to this overall system:

4.7.1.1 Readiness Requirements. Readiness is a generalized concept defined by the states -

of an operating system. All readiness parameters quantified in system design requirements

can be related to availability, which is defined in MIL-STD-721B as "a measure of the

degree to which an item is in the operable and commirtable state at the start of a mission,
when the mission is called for at an unknown Doint in time."

4.7.1.2 Fault Coverage. The fault coverage parameter relates to the ability of the test
system to detect faults. It is evaluated by determining the ratio of the probability of
occurrence of detectable faults to that of total faults. Implied in the definition is a
categorization of fault criticalities (degree of system degradation as a result of the fault).
Care must be taken to define a criticality range that 1s suitable for performance and
maintenance functions.

4.7.1.3 Fault Localization. Fault localization relates to the ability of the test system to
identify specific hardware groups that do not meet performance specifications. Localization
is thought of as the general process of isolating faults in a system. A common measure
associated with the localization process is % detection, defined as 100 times the ratio of the
number of isolations (to replaceable or repairable end items) to the number of faults
detectable by the test system.

4.7.1.4 Fault Resolution. The fault resolution parametcr measures the ability of the test
system to isolate faults within an assigned ambiguity level. An example of the use of fault
resolution in specifications is requiring that the test system isolate faults to not more than
five field replaceable circuit cards. An additional part of this requirement could be that an
average fault resolution must be two circuit cards or less.

4.7.2 Eault Detection Time. Fault detection time is the time that elapses between the

occurrence of a fault and the detection of that fault by the test system and subsequent
indication at the man/machine interface.
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4.7.3 BIT False Alamm Rate (False Failure Apnunciation Rate). The false alarm rate is the
percentage of test system fault reports that are erroneous. This parameter is the result of
effects categorized as follows:

Category I - a fault report when the tested equipment has not, in fact, failed,
possibly due to system noise, or BIT circuit failure.

Category II - improper isolation of an equipment fault due to a test
system error. This results when a fault-free unit is identified as no-
go when the fault was in another unit.

An example of false alarm in a real life system is again the B-1 Bomber. Early production
bombers were plagued by so many BIT false alarm errors that pilots routinely flew their
missions totally ignoring the BIT failures reported. Most of these BIT errors could not be
repeated when the bomber landed. Causes were attributed to hardware and software design
problems of BIT circuitry in the CITS. In these cases, investigation into system noise and
the way test tolerances and measurements were made may reveal the problem.

4.7.4 BIT False Alarm Rate Reduction Techniques. BIT for an electronic system can be
thought of as consisting of system-level and unit-level tests. When no-go indications are
present witn current BIT designs, a common basis for localizing faults to the unit that
should be replaced is to use logical relationships among the system-level no-gos.

This approach is frequently ineffective, particularly in instances where BIT indications
imply the existence of multiple faults. Fault isolation logic that does not apply to the
conditions existing at the time of test performance results in Category II BIT false alarms
(the fault exists, but is incorrectly isolated).

BIT should be decentralized to reduce ambiguity in fault localization. This concept
sometimes called federated BIT, will also help reduce the cost of subsystem test during
production.

Federated BIT (the cure for Category II BIT false alarms) puts the BIT tests "in the box."
Under these conditions, when a no-go is present, the location of the fault is unmistakable.
The federated BIT concept is to have BIT comprised primarily of unit-level tests (some
system-level tests are still needed to verify certain functions). Under these conditions,
most faults indicated as present will be correctly localized to the faulty unit.

4.7.5 Summary of False BIT Alarms (FBA). FBAS can generally be attributed to transient

or temporary conditions involving the ambient environment, electrical noise, or human
error. Some examples are:

1. Operator error - The operator of the system containing the unit under test
incorrectly used the unit, incorrectly interpreted unit behavior, or both; the
operator erroneously perceived and reported a malfunction, and no
malfunction subsequently can be duplicated by maintenance personnel.

2. Latent Built-In Test Design Error Manifestation - AS a product of
coincidence, an appropriate sequence of events occurs that cause a latent
BIT design error to manifest itself, maintenance personnel subsequently
cannot duplicate the sequence of events that precipitates the error
manifestation.
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3. Environmentally induced BIT error - Environmental conditions such as,
vibrations, pressure and temperature, cause transient behavior in the BIT
system such that a malfunction is erroneously reported; subsequently
maintenance personnel cannot reproduce the conditions that cause the
transient behavior.

4.  BIT Transient Failure - Component degradation in the BIT system causes
a failure of a transient nature, resulting in an erroneous report of a
malfunction in the host system, and the transient behavior subsequently
cannot reproduce the conditions that caused the transient behavior.

5.  BIT Hard Failure - A failure occurs in a BIT subsystem, a malfunction of
a subsystem is reported, and the suspect system is not host to the accusing
BIT; mai.tenance personnel subsequently verify the unit to be good.

6. Latent Design Error Manifestation - As a product of coincidence, an
appropzi~te sequence of events occurs that cause a latent design error in a
system to manifest itself; subsequently, maintenance personnel cannot
duplicate the sequence of events that precipitates the error manifestation.

7. Transient Failure - Component degradation in the system causes a failure
of a transient nature, resulting in a report of a malfunction of the system;
the transient behavior subsequently is not exhibited during testing by
maintenance personnel.

8. Environmentally Induced Functional Error - Environmental conditions
such as, vibrations, pressure and temperature, cause transient behavior in
the BIT system such that a malfunction is erroneously reported;
subsequently maintenance personnel cannot reproduce the conditions that
cause the transient behavior.

9.  Organizational Maintenance Level (OML) Test Equipment Error - An error
in the test equipment used at the OML identifies a good unit under test as
being faulty; subsequent maintenance levels verify that the suspect unit is
not faulty.

10. Human Error at OML - A human error at the OML results in identifying a
good unit under test as faulty; subsequent maintenance levels verify that
the suspect unit is not faulty.

11. Depot Level for Shop Test Equipment Failure - An error in the test
equipment used at the shop level identifies a faulty unit under test as being
good.

12.  Human Error at Shop Level - A human error at the shop level results in
the identification of a faulty unit under test as being good.

False BIT alarms have been previously recorded in many avionic and ground systems; but,
then were unable to be duplicated through even extensive testing. These false BIT alarms
are known as Can Not Duplicate (CND) failures.
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4.7.6 Smart BIT ( reference: RADC-TR-85-198). "Smart” BIT is a term given to BIT
circuitry in a system LRU which includes dedicated processor/mcmory to make on-board
decisions about the validity of BIT results. In this way it can reduce false alarm rates and
improve overall module/system readiness.

DoD demonstrations have shown that "Smart" BIT can identfy faults that were not detected
by conventional BIT.

Smart BIT also improves fault type classificaton and reduces the number of ambiguous
groups.

Finally, when an LRU/Module/System includes "Smart” BIT, UUT problems can be
solved with a Modem over telephone lines by a large central computer system which can

run countless fault simulations and send results to remote UUT sites (Ref. MIL-STD-
2084).

The one large drawback for "Smart" BIT is that it uses a good deal more “hysical real
estate, or software/firmware memory. This also may mean increased power . 1s and heat
dissipation. All of which may not be available on LRUs/modules/systems, « _ .cially in
avionics.

4.7.6.1 BIT Data Recording. Under the assumption that BIT is implemented by use of
continuous monitoring, there is a need for a capability to record the successive results of
this monitoring for later evaluation.

The quantity of test result data from continuous monitoring is potentially enormous.
However, the amount of data that is recorded can be kept to manageable size by:

. Limitng the number of signals that are monitored.
. Limiting the maximum sampling rate.
. Reducing the time span over which data is accumulated.
. Restricting the type of data accumulated.
. Using computational techrinues which do not require storage of old input
data. (For example, mean values and standard deviations can be based on
the results obtained at the last sample time and the current input only.)
4.7.6.2 BIT Data Filtering. There is a need to summarize and evaluate recorded BIT data
so that the results can be used by equipment operators (to decide how to use BIT to verify

mission functions) and maintenance personnel (to decide what maintenance, if any, is
required).
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Recorded BIT data must be summarized and evaluated in such a way that the results serve
the needs of both operators and maintenance personnel. How this is accomplished depends
upon the specific characteristics of the BIT data that is stored. Stored data may be in one of
the following forms:

*  -Raw values obtained each time a BIT-monitored signal is sampled.
. Failure rate

. Sampled signal data from which mean and standard deviation values can
be calculated.

To meet the needs of a system operator, the stored BIT data must be retrieved and
summarized in order to provide the operator with real-time information concerning the
status of the equipment. If the equipment has a malfuncdon, the operator must be told
which equipment modes, if any, are still operative. Equipment status information must be
continually updated for the operator from the start of a mission until its completion.

To meet the needs of maintenance personnel, the stored BIT data must be retrieved and
summarized after a given mission and, if desired, stored for subsequent use. The process
of BIT Data Filtering must answer the following questions for maintenance personnel:

. Does the system require maintenance?

. If so, which unit of the system is faulty?
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4.8 General System BIT Design Guidelines.

Listed are guidelines for developing BIT test schemes, capabilities, and diagnostics for
both circuitry and software controllers.

1. Mission critical functions should be monitored by BIT.

2. BIT tolerances should be set to maximize fault detection and minimize
false alarm rate in the expected operating environment.

3.  BIT fault detectors should be designed to accommodate the needs of
operator maintenance personnel.

4. Concurrent BIT should be used to monitor system critical functions.
Fault masking resulting from the use of redundant circuitry must be

S.  BIT reliability as a design goal should be an order of magnitude i.igher
than the circuitry it is monitoring. If the BIT circuitry has a relatively high
failure rate,then the system reliability may be noticeably affected.

6. BIT must be designed to be fail-safe. A failure in the BIT circuitry itself
or any of the interconnects (including inadvertent omission of a cable)
should result in a fault indication.

7. Estimated system life cycle cost data should be utilized to optimize
test/availability and final production costs of system.

8. In the area of software design and test responsibility, the responsibility for
the design and development of verification testing of an end item (e.g.,
digital filter) should reside with the same engineer(s).

9.  Use CITS self-test wherever possible.
10. Use SITs only when CITS is not economical or otherwise possible.

11. Stimuli and response data for each diagnostic test must be defined at the
system/subsystem level. The same data should be planned for use both in
factory testing as well as in field maintenance of the equipment. This data
minimizes the amount of unique software to be written.

12. Provide for manual control of test sequences, so that the test can be
selected individually, and appropriate test combinations can be executed at
the operator’s discretion. Also manual control is needed to abort a test at
any time.

13. The effectiver ss of a diagnostic progra.a is highly dependent on the
types and quali.y of BITE circuitry, BIT, and on the quantity and strategic
placement of monitored test points within the equipment. These test
points must be planned for and provided for by the equipment design
engineers early in the design phase.

4-14




14.

16.

Fault Isolation. The diagnostic test for all units within a
system/subsystem shall assess the unit's operability and isolate failures to
replaceable items.

Some basic guidelines for fauls isolation considerations of diagnostic tests
include:

[ 4

Designing each test so that it will:
- Execute independently of all other tests.
- Diagnose a functional portion of the unit.

- Be initiated upon completion of higher priority predecessor tests for
this unit.

Designing fault isolation routines so that the results of only one
independent test have to be analyzed. If fault isolation requires
analysis of the results, the last test in the sequence shall analyze all the
results.

Having each independent unit test provide both a GO/NO-GO status
indication and fault isolation to the cause of the failure.

Wherever possible, make each test capable of being terminated prior to
completion and then being re-initiated at its start point automatically or
as an operator option.

Designing the unit tests so that they can accommodate the following
subsystem response modes:

- Incorrect response from the subsystem, including no response
conditions.

- Inconsistent response conditions.

- Unexpected conditions.

Designing all software so that it is structured by test priority. The test
software should take advantage of both subroutine constructs for all

message outputs and of failure dictionaries which identify the location
of the most likely failed replaceable unit.

System software programs should include a bootstrap or equivalent
function to establish a Minimum Working Instruction Set (MWIS). From
this MWIS other instructions can be established as working correctly, in
this way verifying an entire system controller instruction set.

BIT circuitry provided to establish computer/controller activity (such as a
watchdog timer).
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17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

Supply a system control panel lamp check button to be used before sysiem
operation or system test.

Use standardized BIT structures in both hardware and software (as BIT
modules and algorithms) to minimize overhead BIT costs.

In an Airborne Avionics System, mission critical faults should be sent to a
pilots "head-up" display along with an audible alarm. In this way the pilot
does not have to take his eyes off of the outside world to check for critical
system and/or mission threatening problems.

Be sure that system user manuals include instructions for faults not
covered by BIT such as, system will not power up or system is being
used in an incorrect environment such as, at the wrong altitude, etc.

Ground maintenance BIT (also referred to as active on-line, or even off-
line BIT) should have a special switch on the system control panel to
allow for manual override of the BIT routines. In this way critical system
functions can be restarted when needed. An example would be to inhibit
an off-line test BIT being run on a Air Force fighter plane, when the test
needs to be suddenly halted due to an unforeseen mission which requires
aircraft readiness.

All self-test routines should be stored separately from functional firmware
so that problems in test software can not corrupt system functional
firmware.

For high power systems/subsystems, high power sections should be
interlocked with visual/audible BIT to only allow system turn on when it
is safe to do so for both test personnel and system safety. (See section
14).

BIT calibration for a large system should always be bundled under
computer control with manual intervention possible.

Before any BIT is run on a system, BIT should check itself first for BIT
circuitry integrity before main system self test starts (like self test on
"power up").

For easy repair of system faults, system BIT diagnostic failures should be
reported in clear English and not in code numbers or turned on lights

BIT circuitry should be located on the level of subsystem that it tests.
This makes it easier to test and repair the system when it is removed from
the main system since BIT will still be located on it.

Keep system testable ambiguity groups to as small a size as economically
possible (ideally, one replaceable serviceable SRU per fault).
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29.

30.

Use of a BIT building block approach is another method that can be used
if enough system real estate is available for its implementation.

Fault tolerant redundant circuits each need a full complement of some type
of BIT technique.
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4.9 Test Grading System BIT Effectivity.

Test grading of the BIT effectiveness is the responsibility of the system engineer, the
design engineer, and the testability engineer who must devise a plan for quanttatively
grading the percent of faults that are detected and isolated.

4.9.1 Demon-ration Planning. A demonstration must be performed to verify the
achievement of specified testability parameters on major end items using the antcipated test
equipment, test software, and test documertation. This demonstration, usually
accomplished using contractor personnel and facilities, 1s monitored by the procuring
agency.

The procedure includes the introducton of actual failures into equipment for the verification
of BIT, test software, and maintenance error dictionaries. The plan should be developed
by the assigneu Testability Engineer, the Design Engineer and the System Engineer. Prior
to the actual demonstration testing, faults should be inserted into the hardware to pre-verify
testability performance.
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4.10 System BIT Summary.

It should be noted that some types of BIT circuitry which may be ideal for one system may
be unacceptable for other systems depending on the Prime System requirements.

For instance, a planetary probe or satellite will need BIT distributed throughout the entire
system, while a ground based system like a radar or even a land vehicle ¢ould benefit from
leaving all BIT control circuits on one circuit card which could be easily removed and
replaced. (Item 27 of para. 4.8 is the preferred procedure)

Finally, in larger systems such as the B-1 bomber or a ground based radar complex, it is
suggested that many types of BIT request levels are available from a central console. In
this way a Top Level BIT test would simply give a system operator a quick check of the
functionality of the entire system, in a short amount of time.

For instance a pilot, after having been hit by anti-aircraft fire, may want to quickly asses if
the plane can still continue with this mission, the mission needs to be abandoned, or the
pilot needs to eject, since the pla.ie is no longer safely flyable. A "top level” On-Line
Active BIT check can provide these answers, and if so, action required should be stated in
clear English.

A lower level On-line Active BIT check could check individual troublesome systems.
Examples are checking a weapons platform on a plane, or one of its four engines, etc..

A bottom line (On-Line Active) request for total system BIT check might only be done once
before a system mission. It can take anywhere from a few seconds to several hours
depending on system size and BIT complexity.

The above concept, in the preceding paragraphs, is an example of "Smart" BIT where BIT
differentiates between "Real” and "False alarm" system failures. The Smart BIT system
reports the failures and their causes to the operator and/or stores the information in a
memory device.
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SECTION 5. MODULE TESTABILITV GUIDELINES

50 OVERVIEW.

This section describes testability guidelines for modules, Printed Circuit boards (PCBs)
and Circuit Card Assemblies (CCAs) which are independent of the circuit technology. The
following guidelines are relevant to all electronic designs which are at the
module/PCB/CCA level of configuration. This configw.ation level is sometimes referred to
as a Shop Replaceable Unit (SRU) configuration level. For the remainder of this section,
the term module will refer to any desic™ at this level of configuration.

Many of the module testability recommendations and issues discussed in this section are

elaborated on in other sections where specific examples of testability recommendations are
provided. :
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5.1 Electrical Guidelines.
5.1.1 Feedback Loops.
5.1.1.1 1 Module F k . Internal feedback loops within a module are

circuit paths with signals which propagate through one or more devices and return to the
input of the source circuit. If a fault exists in this circuit then it will propag~+*~ through each
device in the feedback loop and cannot be isolated. Internal module feedback loops should
be designed so that the feedback path can be broken during test. This can be implemented
electronically or physically.

Feedback loops can be broken electronically by using tri-state devices within the circuit or
by sending the feedback signal through a controllable switch or multiplexer. More
examples are given in section 7.4.4.

Feedback loops can be broken mechanically by physically disconnecting the feedback
signal. The feedback signal can be broken by removing a jumper clip used to complete the
signal during normal operation. In many cases the feedback jumper cau ve located in the
backplane of the edge connector. When the module is removed for test, the feedback loop
is automatically broken.

5.1.1.2 External Feedback Loops. External feedback loops are feedback circuits partally
within a module that are completed by circuitry external to the module. This situation is

undesirable if a complex circuit is needed to simulate the feedback input/output by the test
equipment.

Complex external feedback loops should be avoided. If unavoidable, the interface portion
of the feedback loop should be designed as a simple interruptible control point for the
tester.

5.1.2 Sequential Devices. Sequential devices may cause testability problems because long
sequences of vectors are needed to initialize or change device outputs. Sequential devices
are all devices which retain a previous state (latches, charge coupled devices, and so on).
Testability problems can result from the use of sequential devices if they are not properly
designed to be put into known states. In the case of cascaded counters, no more than two
stages should exist without test control points available which allow a tester to isolate the
counters and test them individually.

5.1.3 Complex Signals. Complex signals are signals which are phase or time related that
can not be monitored or supplied by standard test equipment. Tests to monitor or supply
complex digital or analog signals are difficult to generate and require expensive test
equipment.

5.1.4 Test Points. Test points should be located on all circuit nodes which are useful in
determining the modules health. Test points should be designed so that functional circuitry
~annot be damaged or degraded due to the routing or accidental shorting of a signal at a test
point. Some type of test point isolation technique should be used (buffers, isolator, etc.).
Test point locations are described throughout sections 7 and 12.

All test point signals must be designed with consideration that the test equipment will load
the signal with additional capacitance, resistance and/or inductance. Each test point (if not
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on a connector) should be located to provide easy access and adequately be spaced for test
clip clearance (a minimum of 5 mm clearance from anything else).

5.1.5 Redundant Circuits. Fault tolerant designs often mask errors which occur in a
redundant element of the circuit. Consequently, a fault in a redundant element will not
appear at the output during test. Every redundant element in a circuit should be
independently testable (not effected by other redundant circuits) so that a fault can be
detected at the circuit output. One way to achieve this is to make the inputs and outputs of
the redundant circuits independently selectable through a MUX or by tri-stating individual
redundant outputs.

5.1.6 Wired Logic. Signals which are shorted together to achieve a wired-OR or wired-
AND function are undesirable since the existence of a fault is not easy to isolate. See
section 12.1.2.1.2 for an example.

5.1.7 Partitioning. Every module should be designed with each major function
partitioned. A module which can be divided into functional elements is easier to test than
the module as a whole. See sections 7.4.5 and 12.1.3 for more information.

Every functon in a module should be implemented as a complete functon. Including pull-
ups, bias voltages, and any other simple circuitry. Otherwise, test equipment will be
required to complete the function during test.

5.1.8 Oscillators/Clocks. Every oscillator or clock which is resident on the module should
be replaceable by a signal from a connector. Otherwise, ATE has to synchronize to an on-
board signal, which is difficult and unreliable. Also, the test equipment may not be able to
synchronize to the frequency of the oscillator. The output of an oscillator must be able to
be externally disabled and replaceed by an ATE clock signal. This is true for both analog
and digital circuits. See section 7.4.2 for more information and examples.




5.2 Mechanical and Physical Guidelines.

5.2.1 Repair of Components. If a module is not a "throw away" then, each component
should be able to be replaced or repaired within a reasonable amcunt of time. The easier it
is to repair a fault, the easier the design can get through the test-repair-retest cycle.

Some component assembly techniques use epoxies to mount un-packaged circuits. These
designs are extremely difficult to repair. Some examples are, Chip on Board (COB) and
Tape Automated Bonding (TAB). Thermally bonded devices (to improve heat dissipation)
are also difficult to repair. Devices which are subject to frequent failures should be
socketed.

5.2.2 mponent Orientation and Marking. All components on a module should be
oriented in the same direction, be identified, and have pin 1 marked. This improves
component and pin location. All components (devices and connectors) should be identified
by their generic part number and a component identification (ID) number (U1, P1 etc.).
These markings should exist either on the component or on the module near the
component, (never under the component). The markings mentioned above should be on
the component side of the module and component ID numbers should appear on both sides
of the module.

The component generic part numbers should also exist in the module documentation so that
the component data can be gathered easily.

5.2.3 Connectors. Module connectors should be standardized to the maximum extent to
reduce the need for unique factory and field test fixtures. Standard connector types and
power and ground assignments should be used on as many module designs in a system as
possible. In doing so, standard test fixtures can be used for multiple modules.

Connectors should be located and spaced for easy connection to ATE. Adjacent connectors
should be a minimum of 250 mils apart. (See section 3.4.1).
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5.3 Nodal Access.

Nodal access is necessary for ATE to have the ability to control and monitor module nodes.
It is desirable to have as many control and observation points on a connector or module as
possible.

Nodes must also be accessible for physical probing. Every node on a module should be
able to be probed by a test program operator for fauit isolation.

If a design incorporates pin-grid array devices, then each node on the device should be
physically accessible on another device or by 2 via or test pad.
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5.4 Meodule ID Resistor.

Every module in a system should be designed with a unique identification (ID) resistor.
The resistor should be located between two standard ID pins. This enables test equipment
to verify that the proper module is mounted on ATE prior to power up during test.




5.5 Special Setup Requirements.

Designs with special setup requirements such as long warm-up times, coding, and air
purity levels add restraints to ATE. Modules should be designed so that such requirements
are not necessary.




5.6 Nominals.
The use of nominals and adjustments is discouraged; but if required, they must be located

in an accessible location, provisions made for simple assembly/disassembly, and the
number of nominals used limited to an absolute minimum.
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SECTION 6. MODULE BIT/BITE

6.0 OYERVIEW.

This section describes Built-in Test (BIT) techniques that can be employed in module
designs to determine if the module circuitry is functional. These BIT techniques can be
used as part of a functional routine to determine module health while in an LRU or a
system. They may also be employed in a module for use during module or LRU
production testing.

Many of the BIT discussions and techniques described in section 4, >y stem BIT, are also
applicable to built-in test at the module level. The following paragraphs in section 4 may be
applied to module level BIT.

BIT False Alarm Rate Para.
System BITE

System BIT/BITE Penalties

System BIT Software/Hardware

ON-LINE Versus OFF-LINE BIT

System BIT/BITE Design Guidelines

P hbahph
W

All BIT techniques consist of circuitry which performs the BIT function. This circuitry i.
referred to as Built-in Test Equipment (BITE) and may be comprised of separate
corr:  1ents or circuitry within functional components. The following paragraphs describe
BIT icchniques and the BITE circuitry used to incorporate them.

Many BIT techniques can be applied to several technologies. Rather than repeat them
several times for each technology, they will only be presented once in section 6.1 - General
BIT Techniques. Other BIT techniques are specific to digital or analog circuits and are
described in the digital and analog sections, 6.2 and 6.3, respectively.

Several military standards apply to both system and module BIT and may also be a useful
source of information. They are:

1. USAF MATE (GUIDE 3) Testability Design Guidelines (several
volumes).

Joint Service BIT Design Guide (AFSCP 800-39).
MIL-STD-2165.
MIL-STD-2084 (BIT Requirements).

w A~ W N

MIL-STD-415D paragraph 5.2.5.
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6.1 General BIT Techniques.

The BIT approaches described in this section can be applied to any technology. This
section also lists recommendations to improve the testability of BIT designs which are
applicable to all BIT techniques.

6.1.1 Redundancy. BIT can be implemented in a design by repeating functional circuitry
(creating a redundancy) which is to be tested by BIT. The redundant element and Circuit
Under Test (CUT) receive the same functional input signal(s). Therefore, the circuitry of
the CUT exists twice in the design and the outputs can be compared. If the output values
are different and their difference is over a limit (analog circuits), then a fault exists.

This type of BIT design is expensive since an entire module function is repeated. Another
expense is the additional real estate needed to implement the redundant element. Due to
these expenses, redundant BIT design is usually only implemented in critical functions.

One major advantage of redundancy BIT is that it can run while the module is performing
its functional operation. The additional BIT circuitry can be designed not to affect tic
functional circuitry in any way.

An example of a BIT design using a redundancy is shown in ﬁgure 6-1. In this example,
an analog circuit is repeated and the difference between the output levels is compared. If
the difference exceeds a predefined threshold, then a fault signal is generated and latched.

CUT l -
Differential Window Fault
Redundancy p—={ Amplifier ™1 Comparator [ ™| Latch

reset

Figure 6-1. Redundancy BIT (source: RADC-TR-89-209, Vol. II)

More than one redundant element can be used. The ability to detect and isolate a fault
increases as the number of redundant elements increases.




If two or more redundant elements exist, then a faulty redundant element can be isolated.
The outputs signals of the CUT and each redundant element are fed into a circuit which
compares these signals. This type of comparison circuit is often referred to as a voting
circuit. The signal value which deviates from the others is determined to be the faulty one.
The output signal values which are similar are considered correct and sent through the
voting circuit. The use of one CUT and two redundant elements which feed a voting circuit
is often referred to as Triple Modular Redundancy (TMR).

Whenever a voting circuit exists in a redundant design, the design must allow ATE to
individually control and observe each redundant element independently. Otherwise, a fault
in a redundant element will be masked by the voting circuit from appearing at the voting
circuit output.

6.1.2 Wrap-around BIT. Wrap-around BIT requires and tests microprocessors and their
input and output devices. During test, data leaving output devices is routed to input devices
of the module. The BIT routine is stored in on-board ROM. Wrap-around can be done by
directing output signals from the processor back to the input signals and verifying the input
signal values.

Wrap-around BIT can be applied to both digital and analog signals concurrently. An
example of wrap-around BIT testing both analog and digital devices is shown in figure 6-2.
In this example, during normal operation processor outputs are converted from digital to
analog outputs and analog inputs are couverted to digital input signals. When the BIT is
initiated, the analog outputs are connected to the analog inputs and the signals are verified
by the processor.

Memory
,‘ %7 "
—~— Microprocessor ‘ A DA |
r enable
M Analog
RO Switch
BIT
Routines

Figure 6-2. Wraparound BIT (source: RADC-TR-89-209, Vol. I)
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6.1.3 Generic BIT Testability Rules. The following is a list of testability rules which are
applicable to all forms of BIT design and technology. Following these rules allows easy
access to observe and control BIT routines as well as isolate BIT detected faults.

1. Provide access to all BIT control and status signals at module connector
pins. This will enable ATE to directly connect to BIT circuitry.

2.  Incorporate complete BIT functions and BITE on the module. If only a
portion of the BIT routine or BITE circuitry exists on the module then
ATE cannot utilize the BIT routine without providing the missing BIT
functions. :

3. If possible, design BIT as "fail-safe" BIT. Fail-safe BIT will contain a
BIT fault so that it will not disrupt functional circuitry.

4. Devices used as BITE should have a higher reliability then the function
being tested. If the failure rate of the BIT circuitry exceeds that of the
function being tested, then the probability of a failure or the inability to
report a failure will most likely be due to the BIT circuitry. This
contradicts the purpose of incorporating BIT.

5. Ciritical voltages should be visually monitored by sending the voltage
signals to visible LEDs.

6.  BIT failures should be latched on the module. This makes it easier for the
system or ATE to poll the error bit at any time.

7. BIT test umes should be kept to a reasonable limit. Many BIT routines
use pseudo-random number inputs which often take a long time to
generate high fault coverage. BIT routines in modules should be limited
to under ten (10) minutes.

8.  If many BIT routines exist on a module then ATE should have access and
the ability to control each routine individually.

9.  BIT routines are usually controlled by a processor. If this processor
exists on the module, then the BIT routines can be externally controlled by
ATE. If the processor does not reside on the module, then the ATE must
provide the instructions that the BIT processor provides in the system
during test.




6.2 Digital BIT.

There are many ways to implement BIT in digital circuits. The major ones will be
discussed herein. General digital BIT testability guidelines will also be provided.

6.2.1 On-Board Integration of VLSI Chip BIT. Some VLSI devices on a module may
already incorporate a Built-in Self Test (BIST) routine. The processor used to control
module BIT initiates BIST of chips. After the VLSI tests are complete the processor can
poll the VLSI status signals to verify the BIST routines passed.

If a processor controls individual VLSI BIST routines, then ATE should be able to
individually control VLSI BIST routines either through the processor or by VLSI control
signals.

6.2.2 Signature Analysis. Signature analysis is often used as an adjunct to several testing
methods including incircuit and functional and serves basically as a data compression
technique.

To perform signature analysis, data is applied to a Circuit Under Test (CUT) and the circuit
outputs are compressed into a signature and compared against a known correct value.

Figure 6-3 shows an example of a circuit which uses signature analysis to perform BIT.
During test mode, the inputs to the CUT are switched from module inputs to programmed
inputs from the device marked PRG. These signals must always repeat a sequence of
values every time the test is initiated.

initiate )
fail

™ Test | Comparator |—

le——{ Control

PRG
| I i MISR

, MUX CUT —~ -

Figure 6-3. Signature Analysis (source: RADC-TR-89-209, Vol. I)

Data compression is achieved in the signature analyzer by accepting data from the CUT for
each and every circuit clock cycle that occurs within a circuit-controlled time window.
Within the signature analyzer is a multiple input shift register (MISR) into which the data is
entered in either its true or complement logic state, according to previous data-dependent
register feedback conditions. This signature is then a characteristic number representing
tme dependent logic activity during a specified measurement interval for a particular circuit
node. Any change in the behavior of this node will produce a different signature,
indicating a possible circuit malfunction. A single logic state change on a node is all that is
required to produce a meaningful signature.
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Serial data is shifted into the register along with a start, stop, and clock signal. The
remainder uniquely defines nodal states and times as long as enough patterns have been
circulated through the shift register. Input stimulus vectors can either be provided by on-
board software or from an external source such as an ATE system or in-circuit emulator.

Signature analysis often uses pseudo-random inputs. The effectiveness of signature
analysis with pseudo-random inputs is decreased as the number of sequential devices and
high input AND-gate devices increases. This is because specific inputs or sequences of
inputs need to be applied to sequential and high input AND-gate devices.

6.2.3 Built-in Logic Block Observation (BILBQ). This BIT technique takes the scan path
and Level Sensitive Scan Design (1LSSD) concept and integrates it with the signature
analysis concept. See section 11 for a discussion of the LSSD and scan concepts. The end
result is a technique for BIiiL3O.

BILBO BIT design uses elements referred to as BILBO registers (or BILBO latches). A
BILBO register is a circuit *vhich can act as a latch, linear shift register, multi-input shift
-register, pseudo-random number generator, or a reset register.

BILBO registers act as normal registers during normal operation. They can be controlled to
enter another mode via input control signals.

An example of a design incorporating BILBO registers is shown in figure 6-4. In this
circuit two BILBO registers are placed at the inputs and outputs of combinational circuitry.
During normal operation these registers act as latches. They can be externally controlled to
enter a different mode of operation and loaded with serial data to initialize the shift register
contents.

/_
/

Test ' :
Control L———-—( BILBO A |— [Signature

—_—
BIT
initiate l
CuTt
Comparator
BILBOB (=a— T
= —

Figure 6-4. Built-in Logic Block Observer (BILBO)
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To run BIT in the design shown in figure 6-4, the BILBO registers are first put into the
proper modes and initialized. BILBO A is put into the pseudo-random number generator
mode and initialized with a seed value. It will output a sequence of number patterns that are
very close to random patterns. Repeatable random patterns can be generated quite readily
from this register. These sequences are called pseudo-random number (PN) patterns.
BILBO B is put into a Multiple Input Shift Register (MISR) mode and also serially
initialized to a seed value. The MISR BILBO device acts as a data compressor and can
generate a signature.

The BILBO A register is used as the PN generator. The output of the BILBO A register
will be random patterns. This will perform a reasonable test of the combinational logic, if
sufficient numbers of patterns are applied. The results of this test are be stored as a
signature in the BILBO B register. After a fixed number of patterns have been applied, the
signature is scanned out of the BILBO B register for comparison against a known correct
signature.

This technique solves the problem of test generation and fault simulation of combinational
networks that are susceptible to random patter.... There are some known networks that are
not susceptible to random patterns. They are programmable logic arrays (PLAs). The
reason for this is that the fan-in in PLLAs is too large to effectively use random inputs.
Random combinational logic networks with a maximum fan-in of 4 can be efficiently tested
using random patterns.

6.2.4 Coding Schemes. Data can be coded such that a simple analysis of the coded data
can determine if an error in one of the coded data bits has occurred. Using coding schemes
is an effective way to perform BIST on data transmission and storage. They require that
several additional bits of data are added to the un-coded data. The coding scheme is applied
to the data prior to transmission or storage and is verified when the data is received or
retrieved from memory.

Coding schemes can be applied to data which is stored on the module. When the data is
retrieved, the coding scheme can be reapplied to verify that storage or transmission faults
have not occurred. If the coding scheme alters or re-codes the un-coded data , then the data
is un-coded prior to transmission when it is retrieved from memory.

6.2.4.1 Parity Check. a very simple implementation of a coding scheme is to add an extra
bit to several bits of data for parity. This paritv bit is set to a value which when added to
the data bit adds up to an even or odd number. The parity bit is set for every data word
which is transmitted or stored and transmitted or stored with the data bits.

Two types of parity are possible. If the sum of the data bits and parity is even, then the
coding is called ‘even parity'. If the sum adds up to an odd number then the coding is
called 'odd panty'.

6.2.4.2 Hamming Code. A hamming code actually alters the data bits into a coded word

with more bits than the un-coded word. If enough additional bits are added to the un-coded
word, then the hammir.g code can detect, isolate, and fix a faulty bit.
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6.3 Analog BIT Techniques.

Analog designs often have more BIT per functional unit than digital designs. Analog BIT
usually takes the form of sensors or transducers (such as, diodes, thermo couplers,
encoders, and synchros) which monitor a condition. The monitoring outputs are then sent
via an Analog to Digital Converter (ADC) to digital circuits for a further analysis or digital
output.

Many digital BIT techniques can be applied to analog designs after the analog signals are
converted to digital signals.

Analog BIT is difficult to develop because analog devices have many failure modes.
Unlike digital, analog circuits often have tolerance faults. These faults can be detected by
BIT but acceptable thresholds have to be determined and incorporated into the BITE
design.

High frequency signals are subject to noise interference and can be disrupted by BITE.
Care should be taken to monitor such signals without disrupting the Junctional operation.

6.3.1 Voltage Summing. Analog voltage levels can be confirmed by summing them and
comparing the sum against a threshold. A circuit which incorporates voltage summing BIT
is shown in figure 6-5. This type of design is good for power supply monitoring.
However, it is only useful on static signals.

i

- <
— CLR
% Pass/Fail »
R off
= N LATCH
Vg ReD>- B>
WL Ref> >

Figure 6-5. Voltage Summing BIT (source: RADC-TR-89-209, Vol. II)
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6.3.2 Comparator. This type of BIT is similar to signature analysis for digital designs. A
known value is input to the Circuit Under Test (CUT) and the output is compared against a
correct known value or function. An example of a comparator BIT circuit is shown in
figure 6-6.

In this example, multiplexors (with select inputs labelled G) are used to replace the CUT
input with a test signal and directs its output to a signal processor. This type of design ~n
be applied to many types of analog circuits. The output of the CUT is processed and
compared to an expected value. The test signal and expected outputs can be static signals
or waveforms.

initiate Test |— —

Control == .
clear
- latch

Test SIGgéL ‘
Signal PROC.
e ‘ -
Compamlor—ﬁ-lﬁj
i MUX Expected
G value of
function
—_— MUX g

can be used for - voltage levels sine waves
triangle waves Min possible Input Values

Average Input value ~ Max possible Qurput Value

Figure 6-6. Comparator BIT (source: RADC-TR-89-209, Vol. II)

6.3.3 Analog BIT Testability Rules.

1. High frequency signals which are tested by BIT must not be disrupted to
the point of disturbing the functional operation. Directional couplers can
be used to monitor such signals without disturbing them.




6.4 BIT Evaluation.
There are several ways to evaluate the effectiveness of a BIT design. Some are as follows:

1.  BIT Evaluation Parameter Analysis

2.  Failure Modes and Effects Analysis (FMEA)
3.  Fault Simulation

4. Statistcal Analysis

6.4.1 BIT Evaluaton Parameter Analysis. The following is a list of parameters that can be
evaluated to determine the effectiveness of a BIT design. Some of these parameters are
discussed in section 4.

Mean fault detection time
Frequency of BIT executions
Fault isolation resolution
Test thoroughness

Fraction of faults isolated
Mean fault isolation time
Maintenance personnel skill level
BIT reliability

. BIT maintainability

0. BIT availability

1. Mean BIT running time

— = \O OO ~IAWN AW -

The relative importance of each parameter should be agreed on by the manufacturer and
contractor prior to determining these parameters.

6.4.2 Failure Mode and Effect Analysis (FMEA). To implement this technique which is
based on existing failure probabilities, the following steps are needed:

1. Ensure known major failure modes have been evaluated and are detectable
and isolateable by BIT.

Provide estimate of BIT fault detection and isolation.

Make 21d Jevel BIT hardware design.

Make guidelines for BIT software development.

Define LRU interfacing requirements to facilitate BIT.

WKW N

% faults detectable = ffr/sfr x 100 ffr = 3, fault failure rates
detected by BIT

% isolateable = ifr/sfr x 100 ifr = X, fault failure rates
isolated by BIT

sfr = Y, all failure rates
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6.4.3 Fault Simulation. Fault simulation of module/LRU is usually quite expensive and
models take a long time to develop for individual LRUs and faults.

Faults are placed in the simulated design and simulated to determine if the BIT design can
detect them. Every possible fault needs to be analyzed in this manor to fully test the BIT
design.

A quicker method is to take a sample of the most important/critical faults and estimate total
BIT coverage. However, this method is less accurate..

6.4.4 Statistical Analysis of BIT. When applying a statistical analysis of BIT several
questions have to be asked first:

1.  What is the probability of BIT generating false alarm?
2. Whatis the probability of BIT missing a fault?
3.  What time is needed between BIT checks?

Once these questions have been answered, a statistical common analysis is performed to
verify BIT effectiveness.
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6.5 BIT Verification.

BIT can be designed so that it can also test itself with Built-in Self Test (BIST) routines.
This is an important feature because when BIT circuitry is added to a design, the circuitry
(BITE) is part of the design. It must conform to the same fault detection and failure rate
requirements that the rest of the design conforms to.

BITE verification tests or self tests should always be performed prior to the main BIT
routines. If the BITE verification tests fail, then a failure in the BIT circuitry should be
reported. Any other tests which use the faulty 3ITE should then be disre~arded.

6.5.1 Self Checking BIT. The BIT circuitry is designed so that a fault in the BIT circuitry
will cause the BIT circuitry to output a fault status signal.

6.>.2 Fault Insertion. During BIT self test a fault is directed to the input of the BIT
design. If a fault status signal is not generated by the BITE, then the BITE is faulty and a
fault signal is output. An example of fault insertion BIT is shown in figure 6-7 (G
regresents the MUX select lines).

PR x| QUM -
+
(fault) | G l

Flip-flop BIT Forced Faillure
CONTROL [—— reset MONITOR

NOTE: Itis difficult to represent entire fault population.
Thus, this technique may not be very thorough.

Figure 6-7. Fault Insertion BIT (source: RADC-TR-89-209, Vol. II)

It is difficult to represent a large portion of failure modes with this type of self test.
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6.5.3 Qverlapping BIT. The module or UUT is partitioned into segments. Each possible
fault within a segment is tested by two overlapping BIT routines. An example is shown in
figure 6-8. Since any fault is tested by two BIT routines, if only one BIT routine reports a
fault, then a fault must exist in a BIT routine or the BITE that the routine uses.

BIT > BIT 4

BIT 3

P4

BIT 1

BIT 2

Figure 6-8. Overlapping BIT (source: RADC-TR-89-209, Vol. II)
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SECTION 7. DIGITAT. GUIDELINES

70 OVERVIEW.

Testability considerations should arise during the initial design stages. The ease with
which a board can be tested and fault isolated should be one of the design engineer's major
concerns. Employing a few basic guidelines during the design phase can result in far
reaching rewards during the design of the as,cmbly.

The purpose of sections 7 through 11 is to discuss digital testability guidelines and
demonstrate how to improve the testability _f digital hardware. Section 7 concentrates on
digital designs which use small or medium-scale integrated circuits (SSI and MSI) on a
module or CCA. Sections 8-11 address the design for testability of digital circuits using
Large Scale Integration (LSI) or Very Large Scale Integration (VLSI) circuits.

A testable design will allow the verification of correct operation and fault isolation of the
circuit to some hardware level. The level of fault isolation is established by specification,
and may be the replaceable part (module or assembly), the circuit component, or logic
internal to the circuit component depending on the point in the life cycle at which the test is
being performed. It is the responsibility of the design engineer to determine the test
requirements for his design and to implement the design in such a way that those
requirements are satisfied.

The design requirements for test are determined by criteria which define: (1) when the test
is acceptable (for example, "should detect 98% of all single occurrence of stuck-at faults
within 3.2 seconds.”). and (2) what the fault ambiguity level must be. The ambiguity
group on a CCA should be three devices or less, as detected from the edge or from a test-
only connector.

With the requirement established, the de<igner can produce a testable design which is
compliant by incorporating the following three features:

. Initialization -- The internal status of the circuit can be set or programmed
to a known initial state.

. Visibility -- The state of any element of the circuit can be directly
determined.

. Controllability -- The state of any circuit element can be changed in a
known fa_hion.

These elements are discussed in greater detail in sections 7-1 through 7-4.




7.1 Initialization.

Initialization means "setting a starting position, state, or value". In testing digital storage
elements, this refers to the ability to control the initial state of registers and sequential
circuits. The initial state of a circuit describes the contents of the storage elements,
immediately after applying power.

Many designs do not need a specific initial state to function correctly. A circuit may
continue along a specific sequence from an arbitrary start point or the system that the circuit
is embedded in may alter the circuit inputs to eventually achieve a predictable condition.
However, for test or simulation purposes, the circuit storage elements must be in a known
state. This can be achieved by employing an initialization sequence to the UUT before
testing. Such an initialization sequence may be very long causing increased software
expenses, additional test time, and time-consuming troubleshooting procedures. These
problems can be avoided by incorporating adequate initialization iato the design.

7.1.1 Initialization Techniques. The two basic methods for initializing a circuit are, (1)
external control, and (2) self-initialization.

1.  External control methods may only use unused edge connector pins, while
others require the addition of logic elements whose only functions are to
enhance testability.

2.  Self-initalization can be implemented through a simple RC power-up reset
or through a short clock sequence that converges on a known circuit state.
As a rule of thumb, less than 64 clock pulses should be applied to a UUT
to achieve initialization. Any longer than this increases the probability that
circuit faults will cause the UUT to fail unpredictably when it does not
initialize correctly. Any ATE diagnostic technique, such as guided probe
or fault dictionary, will be virtually useless in these cases as faults often
cause erratic, unpredictable outputs.

In general, external initialization control is preferred over self-initialization to the extent that
an external override or inhibit may be added to a self-initiating circuit. This may avoid
powering down a UUT just to use a power-up reset or inhibit a self-resetting circuit for test

purposes.
The following sections give some practical explanation on initialization techniques.
7.1.2 Basic Initialization Guidelines.

Shown in Figure 7-1 are two common circuit configurations , (a) and (b), that illustrates a
frequently missed opportunity to improve initialization of the basic storage element, the
flip-flop.

In configuration (a), the preset and clear are unusable as they are tied directly to the power
bus. Configuration (b) is no better as connect both signals to the same pull-up creates a
race condition.resulting in an unknown state.




Configuration (c) demonstrates the ideal case where preset and clear are independently
controlled via an external connection. This external connection may to an edge connector

pin (preferred) or to a special purpose test connector.

lead access as the UUT may be conformably coated!).
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initialization.
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a) Preset and clear tied to
Vee. Cannot be used for
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CLR
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CLR
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Figure 7-1

¢) Preset and clear can now be
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. Device Initialization Example
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When multiple storage elements are present on a CCA, the number of control points and
components for testability can be reduced as shown in the three examples provided in
Figure 7-2. Her again, edge connector access is best.(a). A power-up reset can also help
from the standpoint of go-no-go testing, but provides little help in the area of fault
diagnosis if the power-up reset circuit faults (b). If a logic "0" is required, an inverted
with its input tied high (c) may be used.

The inverter input can be brought to an edge connector, or, if that is not possible, can be
accessed by a "test only” connector to override the logic state. Connecting an unneeded
(from a functional stand point) initialization point directly to voltage or ground bus points
should be avoided. '

Master Reset

0 ST S T N

(1)

A A AR AV

(2) (3)

|

Power-Up
Reset

Source of Logic Zero

Figure 7-2. Initialization of Multiple Storage Elements
7-4




In certain cases, it may be necessary to add a logic element to a CCA to allow for proper
initialization. Bringing the control of this extra logic element to the edge connector or to a
"test only" connector facilitates the production test process (see example (c) in Fig. 7-3).

NOT THIS

CLR

Circuit l

function

a) Storage element
without external

initialization.
BETTER BEST
CLR CLR
Operarional
Reset _D_j Vee
. VO test N\ ‘_‘ T
onal
Reset reset 7 Vv
b) Added logic to provide ¢) Added logic to provide

operational reset and
external reset for
individual device.

operational reset (master
clear, power-up reset,
ect.).

Figure 7-3. Recommended Control of Device Initialization
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7.1.3 Initialization Examples. The example provided in Figure 7-4 shows a frequently
used divide-by-four counter which generates internal clock pulses and runs continuously as
long as the inhibit line remains LOW. However, when the inhibit line goes HIGH, the
counter continuous to run until it reaches a count zero state; thus, it is self initiating.

Two factors limit this type of circuit suitability for automatic testing. First the circuit
reauires one to three clock pulses for logic initialization at "power on". As the number of
divide-by-two networks increases, the number of required initialization clocks increases
exponentially. Second, the circuit may never be initialized if a fault occurs during the
initialization procedure. In such a feedback network, these faults are difficult to find
because they are often not repeatable. By designing the circuit shown in the above example
of Figure 7-4, automatic testing can be achieved. In the ATE design, the reset line can
remain unconnected in the back-panel wiring, but should be tied to the appropriate voltage
via a resister on the CCA.
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CLx

|
Lﬂ CLR 6’_1 CLKCLR 0_1
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CLK Q CLK Qb
L/ CLR B CLR
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Figure 7-4. Initialization Circuit Example
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7.2 Visibility.

The ability of the external system to observe or view the function or non-function of
module internal circuits is the module's visibility. The visibility requirement is to
incorporate test points, data paths, and circuitry to provide the test system sufficient data
for failure detection and isolation within the module. The selection of physical (real) test
points should be suffi~ent to accurately infer the value of internal nodes (virtual test points)
of interest. There should be no requirements to probe internal points for organizational
level fault fault isolation. As a rule of thumb, the UUT active nodes should be available to
the tester through I/O or test connectors. Visibility reduces the complexity of the test
interfaces and therefore reduces the cost of test program set acquisition, and skill levels and
man-hour expenditures in operation and maintenance.

7.2.1 Implementation. The following techniques may be used to build visibility into the
system/module.

1.  Use spare I/O pins to provide access to internal nodes otherwise
unavailabic (but do not leave floating when used in the system). These
internal nodes can aid in testing glue logic (Small Scale Integration) or
more complex devices.

2.  Select test locations for maximum access (and control) to buried nodes.
strategic placement of test points is far more important than quantity.
Critical locations for test points are:

. In feedback loops to break/control important signals.
. To subdivide counter chains and long sequential logic paths.

. At wired AND connections (if unavoidable) and similar high
ambiguity paths.

. At points where high fan-out or high fan-in exists (Fig, 7-5).
*  On any bus enable signal paths.

. On h1sed logic lines.

. On memory enable lines.

. On chip disable bus lines.

. On ROM data lines, especially if remaining logic is controlled by
ROM contents.

. Between logic blocks.
. In circuits with redundant (fault tolerant) logic.

*  On interfaces between analog and digital circuitry.
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Figure 7-5. High Fan-Out/High Fan-In Test Point Placement

3. Use display Lighting Emitting Diodes (LEDs) on the Printed Circuit
Boards (PCBs) to indicate proper operation of important circuits,
Examples are: power supply voltage is on, clock is present, or phase-
lock-loop is locked.

4. Use positive indication fault ‘ndicators and displays so that a good test
always results in an ON condition. A defective indicator or display then
always indicates a fault condition, either attributable to the input or its
being faulty.

5. For a critical display, use an alternate method of testing, such as push-to-
test, to provide positive verification of its operation.

6. As arule of thumb, do not exceed four stages of sequential logic "depth”
before providing a test point.




In the example shown in Figure 7-6, multiple LED testing requires the
operator to visual observe each LED as the PCB is tested. To reduce test
operations, advantage can be taken of ATE by measuring logic level at the
LED test point and then performing one operator visual test with all LEDs
lit.

THIS NOT THIS
v o
LOGIC | +5V LOGIC +5V
LED
TEST
POINT [ | N

Figure 7-6. ATE Test Operation Improvement
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8. Muitiple inverters in a common package need only one observation point
when connected as in Figure 7-7. The dotted lines are not necessary
because they all come from Ul. If any output from U1 is faulty, such as,
U1D in this example, U1 should be replaced. This can be determined from
the U1D output visibility test point.

A similar situation exists in delay lines where each output has an additior. ~!

delay from the input. The delay of the last delay output can be measured
and indirectly verify all of the preceding delay lines.

UlA ulis uic ul1D U2A

DRIVE ~»
VISIBILITY

au \
|

| : (
i

| T T T T g

| LVEBI_L_‘_TL ________ 1

|

. ,

VISIBILITY

Figure 7-7. Reduction in Visibility Points

9.  Visibility may also be improved by accessing test points in a multiplexed
or serial manner rather than by dedicated parallel pins. A scan-path or
boundary scan architecture can improve testability without the need for
many additional test points (see section 11).
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7.3 Conwrollability.

It is desirable to have the ability to change the state of any internal storage element directly.
While the design of the logic assemblies does not always lend itself conveniently to this
feature, the designer should attempt to provide as much capability in this regard as

possible.

The following features (covered in detail in section 7.4) will result in enhanced testability
when incorporated:

Clock/Set/Reset control for storage elements e.g. counters, flip-flops, etc.
Feedback loop control.

Read/Write/Enable control for memory devices.

Hold/Reset/Enable control for microprocessors.

Control of tri-state device output and enable lines.

Data/Address/Enable control on any bus-structured design.

Select control for multiplexer/demultiplexer devices.

Inhibit and/or override of on-board oscillators/clock generators. °
Partitioning of large complex circuits to reduce the test generation task.

Internal pattern generators for special tests. Control of asynchronous
circuits (e.g. monostables, self-resetting etc.).

Use serial/scan or multiplexing to increase control of internal nodes when
extended I/O is restricted.

Each design is unique, and the problem of controllability is one which must be addressed in
terms of the design requirements. The tradeoff which produces the test implementation
must be a part of the design review documentation.
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7.4 Functional Elements.

7.4.1 Introduction. This section includes specific examples of functional circuits and the
recommended approach which will ensure testability. The demonstrated techniques are not
presumed to be exhaustive, but are presented as typical of the recommended treatment of
commonly used functions.

In general, each circuit requires some added hardware to allow or to facilitate testing. This
hardware is designated "BITE", or Built-In Test Equipment, and involves any circuitry
which has no functional use but has been added to allow testing of the circuit, including
control functions, monitor points, lights, switches, buffers or any other circuitry of this

type.

The designer must also consider reliability and cost (life cycle cost, not just design cost)
when adding BITE. Considerations include the amount and complexity of the added
hardware and the possible software/firmware cost impact versus the savings over the life of
the equipment which the BITE will produce.

7.4.2 Qscillators/Clocks. The most serious testability problem in logic design is a free-
running oscillator buried within the logic - one which is not accessible from an edge
connector and therefore not controllable by the testing device. The tester must then
establish its own time reference and maintain synchronism, which is not easily achievable
and leads to many problems in repeatability and diagnostics.

Another test problem occurs when the internal clock speed of the circuit is faster than that
of the tester (>10 MHz). In this case the UUT logic can sequence Through several states
during one tester clock cycle, making it impossible for each UUT state to be verified on an
independent basis.
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To improve the testability of one UUT, it is necessary to to replace the buried oscillator
with an externally generated clock. This allows the tester to run at a slower speed and to
properly synchronize with the UUT. Additionally, this can also help in the debug phase of
test generation, especially if the UUT can be single-stepped. Some method of controlling
buried oscillator are shown in Figure 7-8.

80ARD

GE
B8OARD €0 A
E0GE - 0sC -
Vee outpuT
osC -
1 JUMPER
e l oGIK
L
LOGKC $ CIRCUITS
CIRCUITS ~ TEST/
EXT CLK
EXT
CONTROL

Figure 7-8. Methods of Freeing a Buried Oscillator

1. Isolation of an Oscillator - Partition the circuit so that the output is brought
to the module connector. Then provide an external oscillator input to the
logic circuitry that can be jumped at the board edge for normal operation
or used as a direct input from the tester. Locate the oscillator circuit near
the module connector to allow short runs and minimize signal pick-up or
cross-talk. (This may not be desirable for very fast clock circuitry).

2. External Control of an Oscillator - Provide a method to disable the UUT
oscillator and allow an external tester clock to be applied. In normal
operation the test/external clock and external inputs are open (but
terminated via resistor network). Under test, the tester drives the external
control input LOW while providing its own clock to the test/external clock
input.
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7.4.3 Interface. The designer must consider two classes of interfaces: The interface to the
UUT which is necessary for stand alone test using ATE, and the in-place (system or
subsystem) interface, such as the bus. Each of these interfaces presents a different type of
problem. The ATE interface may require a special level conversion to assure compatibility,
while internal interfaces will require special treatment and should be considered on a case-
by-case basis.

7.4.3.1 Special or Mixed Logic Levels. Circuits designed with logic levels other than

Transistor-Transistor Logic (TTL) levels require special considerations. Most test
equipment is TTL compatible, and level shifters, buffers and other circuitry must be added
to test adapters when testing other types of logic. To lower these interface costs. all /O
should be made TTL compatible if possible and practical. If mixed logic levels must be
used, the non-TTL level should be sandwiched between TTL levels so that the TTL logic is
at the board edges, as shown in Figure 7-9. The board should not be overpopulated in
order to provide .his feature (e.g., circuitry that exceeds five percent of the functional
density is too much).

—
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Figure 7-9. Interfacing of Mixed Logic Levels

Life cycle costs must be considered here. For example, when a large production run is
projected, the adapter for non-TTL levels could be built into the factory test equipment. If
field test equipment will have no test adapters, then this approach may not be cost effective
over the life of the equipment, even though it appears to be best during production.




7.4.3.2 MEW. Edge sensitive components should always be
buffered (or latched) from primary and test I/O. The purpose of buffers is to prevent noise
(input) or overloading/transmission line reflections (output) from entering a circuit where a
memory element can be arbitrarily set or reset. The example presented in Figure 7 - 10
demonstrates the inclusion of a buffer that eliminates a potential testability problem caused
by excessive ATE or system noise. Storage elements should always be buffered prior to
the module connector. Clock inputs ~hould always be reshaped (clean up the edges by
buffering) on the module prior to functional usage.

THIS NOT THIS
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2 COMMAND
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Figure 7-10. Use of Buffers

7.4.3.3 Bused Logic. Systems designed with interconnecting buses do not present major
circuit board testing problems unless the bus is contained entirely on the board. It then
becomes a problem similar to testing fan-in and fan-out logic implementations, except that
the devices which access the bus are, in general, tri-state. Tri-state "enables” for these
devices must be made controllable by ATE, and all buses must be accessible from the edge
connector pins or a "test only” connector. The best approach is to allow ATE to control
individual devices which access the -s. Individual control improves the possibility that the
ATE can diagnose a failure to a single device. If this is not possible, then groups can be
controlled to isolate the fault to subsections of the bused logic.
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A special case of bused logic exists when the logic on the boards is controlled by the
contents of a ROM. In this situation the designer must insure that the tester will be able to
control the bus. Figure 7-11 illustrates how the ATE maintains access to the address lines,
tri-state control, and the bus. The ATE can read the contents of the ROM, disable the ROM
outputs, and then drive the bus with its own test pattern - all through the I/O connector.

(Note: Figure 7-11 can be applied to any bus configuratio~ *o illustrate how an internal bus
can be made externally accessible).

ACORESS
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c llL
ROM
o | ROM ENABLE
DATA
o | RISTATE ENABLE
DATA BUS
°
o
L
EDGE CONNECTOR
LOGIC
FUNCTIONS

Figure 7-11. Control of Bus Logic Driven by ROM
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7.4.3.4 Unused Logic Inputs. Every unused logic input pin should be terminated high or
low. An input pin termination prevents the pin from reading noise and propagating noise-
induced level changes into the device. It is desirable to terminate these inputs through pull-
ups or pull-downs as opposed to directly tying them to Vcc or Ground.

7.4.4 Eeedback lLoops. Feedback loops occur in most moderately complex circuits.
Complex loops containing memory elements often have to be separated into *--its for fault
1solation. by backtracking algorithms. Generally, all the nodes in a loop do not change
state together. In some loops, troubleshooting difficulty arises when errors propagated
through the loop are fed back to the beginning as well as to the edge of the board where
they are first detected (Figure 7-12). Segmenting a loop does not normally require
additonal logic devices. The approach shown in Figure 7-12 is to use a gate in place of
one of the inverters in the loop and wire the additional input through a resistor to Vcc as
shown. This input can then be driven LOW by the tester in order to interrupt the loop.
Controlled access within the feedback loops helps in identifying fault conditous, especially
when the loop contains many ICs.
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Figure 7-12. Disabling Feedback Loops
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7.4.5 Pattitioning. Itis generally agreed that test generation costs are exponential and are
non-linear in proportion to the size of a circuit. As a rule of thumb, the cost for an
SSI/MSI circuit containing (n ) devices is proportional to a number between n2 and n3. It
follows that the cost can be drastically reduced if the circuit can be divided into sub-circuits
that can be tested independently. For example, if n = 100 and assuming the best case
square relationship, the reduction in cost for 5 sub-circuits each containing 20 devices is:

(100)2 : (20)2x 5

Cost comparison (ratio)
= 5:1

Partitioning can provide some serious cost savings! Lets look at how partitioning can be
achieved and give some practical examples.

7.4.5.1 Implementing a Partitioning Scheme. To test each sub-circuit, all embedded sub-

circuit I/O must be made available to the tester. Figure 7-13 illustrates partitioning schemes
that can be used.

partition
Controtl

y

v

suB- suB-
CIRCUIT CIRCUIT
1 ‘ 2
v ¥

a) Simple partition using control gates.

Partition Partition
Control 1 Control 1
suB- suB- L
CIRCUIT MUX CIRCUIT >
| 2

Figure 7-13. Partitioning Scheme Examples
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There are two basic types of partitioning: Hardware partitioning and Sensitized

partitioning.

1.

The 6 input circuit in Figure 7-14 would require 64 (=26) tests to test the circuit
exhaustively. By partitioning the circuit as two sub-circuits, SC1 and SC2, the tests can be

w itioning is achieved by inserting additional control gates,
multiplexers, boundary scan, etc. that separate the embedded I/O of each
sub-circuit to those primary circuit I/O points that are not being used by
the sub-circuit under test. Additionally the partitioning scheme must
prevent unwanted interaction between sub-circuits. On a bus structured
board, partitioning is relatively simple by making the buses and associated
tri-state control lines accessible at the primary I/O.

For a non-structured board, however, additional circuitry may be needed
to isolate the control clocks, resets and even power supply lines. This
additionally circuitry can reduce the operating speed of the design and may
be costly to implement. However, it may be possible to achieve the same
results by the following method.

Sensitized Partitioning allows circuit partittoning and sub-circuit isolation
by pre-conditioning "sensitized" paths from the primary I/O to the sub-
circuit I/O. This method relies on existing gates in the design but may
need additional control lines to create the sensitized paths. Figure 7-14
gives an example of this method.

)
Bs

Figure 7-14. Sensitized Partitioning

reduced as follows:

1.

Pre-condition a sensitized path for SC1 output Y by setting SC2 inputs A
and F high. This makes the conditions of the pseudo-output Y visible at
SC2 output Z.

Test SC1 using the 4 inputs; B, C, D, and E. 16 (=26) tests, required for
this.
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3. Pre-condition a sensitized input path for SC1 output Y by setting inputs
B, C, and D low. This allows input E to control the condition of the
pseudo-input Y.

4. Test SC2 using 3 inputs: A, E, and F. Eight (=23) tests are required for
this.

The circuit has now been tested for single stuck high, stuck low faults with 8 + 16 = 24
tests.compared with the 64 tests originally anticipated.

Although this example is simple, it does demonstrate the sensitized partitioning method.
On a more complex design, great care must be taken to insure controllable paths that are
insensitive to activity outside of the sub-circuit under test.

7.4.5.2 Physical Partitioning. All devices should be physically partitioned to facilitate test
and fault isolation.

All components should be physically partitioned with at least 0.25 inches separating
adjacent components. This allows for the use of test clip access during functional test.

All electronic devices which are contained within multiple device components should be
partitioned in the same ambiguity group. (An ambiguity group is the smallest amount of
devices that a fault can definitely be isolated to.) Therefore, if a failure occurs in the
ambiguity group then less components need to be replaced. See Figure 7-15 where a
failure in device U1 results in the inputs being replaced. The ambiguity group consists of
U1 and the devices supplying inputs to U1l.

NOT THIS THIS
U2
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v : u2
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a) Multi-device components b) Multi-device component

U3 not physically partitioned. propperly partitioned.

Figure 7-15. Multi-Device IC Partitioning

7.4.6 Counter/Shift Registers. Several problems arise when counters or shift registers are
used, especially if long sequences or chains are implemented. One problem is with
initialization; another is the inability to control (via the ATE) the data input. Many patterns

are long and complex, which complicates the test programs and verification of good
circuits. .
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A third problem is not being able to control the clock input to a counter or shift register.
Frequently the clocks are derived from complex on-board logic functions which also
complicates the testing process and the writing of test programs. When on-board clocks
are too fast for specific ATE, other techniques must be implemented to test these circuits.
Cascaded counters or shift registers, which create long chains, can add to the problem of
complex data patterns and test programs. These long chains increase the test time as well
as adding to th~ test complexity. Counter stages or chains should be kept to a maximum of
four stages without a break point.

The solutions to these problems are simple but may require several I/O pins and the
addition of logic functions for implementation. Figure 7-16 illustrates the relevant
techniques in an idealized solution for a combined counter/shift register. (The data paths
shown can be serial or parallel).
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Figure 7-16. Combined Counter/Shift Register

As can be seen, the tester can now inhibit the on-board clock and supply a synchronized
cleck of its own. This allows the tester to run at its own speed and control the operation of
the registers. The tester can also inhibit the on-board data and supply its own data to each
of the registers. This may or may not be a desirable feature depending on the particular test
circumstances. The illustration also shows that a test point has been added to the output of
each register and the chain between registers has been broken to allow each register to be
tested individually, either with data provided by the tester, or from the previous stage.
These are designer options.

Implementing such designs will allow circuits containing counters or shift registers to be
readily tested without an excessive amount of test vectors. The tester also will be able to
syanchronize and control the test sequence rather than have to accept circuit control of the
test.
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7.4.7 Fault Ambiguity and Diagnostic Resolution. When diagnosing a failed UUT, the
technician will ideally trace the fault to one device only. Unfortunately, most devices on a
UUT are interconnected with other devices, which can cause a certain ambiguity about
which device has failed. An 'ambiguity group' is the minimum group of devices that the
diagnostic process can 'unambiguously' resolve for a specific fault. Further resolution of
the actual failed device would need some physically intrusive troubleshcoting such as
cutting device leads or removing ~~mponents. This type of troubleshooting is both costly
and potentially damaging to the UUT and should be avoided if possible.

Typical ambiguity group diagnostic problem areas are wired OR/AND functions, high fan-
out lines and bus-structured designs. Ways of avoiding these problems are shown in Fig.
7-17. Itis also helpful to physically partition the circuit so that gates whose outputs are tied
together are in the same package.
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Figure 7-17. Test Point Availability on CCA
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In the design of error detection circuitry, where many signals are ORed together to form a
single fault indicator, a latching device should be provided for each signal input for fault
isolation purposes as shown in Figure 7-18. The memory elements will aid a technician in
determining where the error occurred, especially if the fault was an intermittent.
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Figure 7-18. Added Memory for Fault Isolation

7.4.8 Asynchronous/Time Dependent Circuits. Any digital circuit functions that are
asynchronous/time dependent can be a two-edged sword to the test procsss. On one hand,
the UUT may not work correctly without the time dependent circuitry but on the other
hand, asynchronous UUT activity may interfere with the test. The following sections
identify some common problems and their solutions.

7.4.8.1 Refresh Circuits. Refresh circuits for dynamic memories (such as DRAMs)
should be provided on the same board as the devices requiring it! However, the ATE must
be able to control the refresh cycle directly to avoid undue synchronization problems with
the test. This solves two problems: firstly, the ATE may not be fast enough to provide the
refresh cycle, and secondly, the test software does not need to incorporate regular calls to
complex refresh routines.
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7.4.8.2 Watchdog Timers. Watchdog circuits that time-out and cause asynchronous
events can be a nuisance during test. For instance, a microprocessor reset may be asserted
if the microprocessor fails to stroke a watchdog circuit within a program dependent time
period. In a similar circuit, a ‘hung bus' condition may be asserted if no activity is detected
on a bus over a certain time period. Adequate control and visibility given to the tester when
designing these types of circuits enables the tester to:

1.  Disable the ume-dependent function so that it does not asynchronously
interfere with the UUT test sequence and,

2. Control and monitor the watchdog circuit directly to confirm correct
operation at an appropriate time in the UUT test sequence.

7.4.8.3 Asynchronous Logic. Asynchronous logic using latches and global feedback
results in state transitions that are determined by the primary inputs only. No master clock
is present to limit the speed of the state transitions which can be an advantage to the circuit
design. However, various design techniques must be used to avoid glitches/race
conditions, such as adding delay lines or logically redundant gates to delay signal
propagation. The problem with this is that a faulty component may have no logical effect
on the circuit but re-introduces a glitch or race condition that is not predictable in behavior
(non-deterministic).

Not only would this cause problems with detecting/isolating the fault but also a
deterministic fault simulator will have problems handling a circuit with non-deterministic
faults.

The answer to these problems is to avoid asynchronous logic wherever possible and
preferably to use synchronous circuitry throughout the design.

Typical problems are shown in Figs. 7-19, - 20, - 21 and - 22. In these cases where
asynchronous circuits have been used, the tester must be allowed to intrude into the circuit
function and inhibit asynchronous/non-deterministic behavior.
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Figure 7-19. Self-Resetting Circuit
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Figure 7-20. RC Pulse Generation
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Figure 7-21. Delay Line Sequencer
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Leading to Difficult Test and Fault Simulation.

Figure 7-22. Asynchronous Counter chains

7.4.8.4 Monostables (One-Shots). The most commonly occurring asynchronous circuit is
the monostable or one-shot. Unfortunately, these circuits are prone to output jitter and
false triggering. Pulse width also varies with voltage, temperature and component
tolerance leading to repeatability problems over the environment and from system to
system.

Since all digital hardware should be designed to be frequency scaleable, one-shots (and
delay lines) are to be avoided. However, if no other course of action is possible, a one-
shot may be used, but only under the conditions described here.

Normally, one-shots designed into circuitry present an as;synchronous characteristic in
their outputs which are difficult to observe and measure, and thus do not easily lend
themselves to automatic testing. Testing of the one-shot and the driven circuit may need to
be considered as separate steps in the test procedure depending on the ATE used. That is,
the input and output of any one-shot must be made accessible to the ATE so that it can be
tested in isolation. In addition, the output of the one-shot must be replaceable by the ATE
to test the balance of the circuit. It is recommended that these points be brought out to the
CCA connector or be otherwise made readily accessible by ATE as shown in Figures 7-23
and 7-24.
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Figure 7-23. Design for Test Solutions for Monostables
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Figure 7-24. Improved Testability of Cascaded One-Shots.
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SECTION 8. VERY LARGE SCALE INTEGRATION (VLSI)
GUIDELINE, FOR TESTABILITY

8¢ OVERVIEW.

This section discusses all Very Large Scale Integration (VLSI) devices other than
microprocessors, microcontrollers, and memories which are covered in sections 9 and 10.

Semiconductor manufacturers are placing on the chip what used to be contained in an entire
system. Industry statistics indicate that the number of devices per CCA is not decreasing.
Rather, the number of functions per {"CA is increasing in order to meet marketing and
application demands. The result is that the average 100 IC CCA has drastically increased in
complexity. As the complexity of assemblies increases, the cost to test them increases
exponentially (see Figure 8-1).

COS8ST OF TESTING

COMPLEXITY OF THE UNIT UNDER TEST

Figure 8-1. Complexity Vs Cost

When dealing with LSI (large scale integration) and VLSI (very large scale integration)
logic, the SSI (small scale integration) and MSI (medium scale integration) guidelines do
not go away. The guidelines for SSI and MSI circuits can be applied to the internal
structure of LSI devices at the chip level. The testability guidelines build on each other and
the fundamental concepts of synchronization, partitioning, initialization, control and
visibility must not be ignored.
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8.1 LSI Based CCAs.
8.1.1 Advantages of LSI Based CCAs.

8.1.1.1 Inherent Partitioning Dictates Tests Strategy. Because LSI devices have so much
internal capability, they can be designed into a CCA in such a way that the CCA is
inherently partitioned. It is important in designing for testability to take advantage of this
feature. Once the LSI based assembly has been structurcu for partitioning, an effective
testing strategy can be employed. The typical test sequence is as follows:

1. Verify that the address, data, and control buses are free from any stuck-at-
one or stuck-at-zero faults. This is done using ATE and selectively tri-
stating the drivers and receivers tied to their respective buses.

2.  Allow the ATE to communicate, via the bus, wii.. the microprocessor and
run a few basic operation codes (see section 9, microprocessors).

3.  The ATE should then check the ROM (read onl; memory). A check sim
comparison is a good test of this section (see section 10 for morc
information).

4. If a self-test program has been written, the microprocessor can then be
allowed to run the self-test and check the RAM (random access memory)
and any remaining devices on the bus while the ATE is monitoring the test
(see section 9 for more information).

8.1.1.2 Bus Visibility and Control. Another advantage of LSI based CCAs is that test
points when provided on the bus are shared among many devices and provide access to all
of them, one or a few at a time, through tri-stating techniques. This feature greatly reduces
the fixture and interface requirements of tne CCA to the ATE and maximizes the utilization
of test points.

8.1.1.3 Self Test. LSI based assemblies containing both a microprocessor and on-board
memory (typically ROM) have the advantage of being able to have self-testing capabilites.
Self-tests are small resident programs, usually less than 2,048 bytes, provided on the CCA
as a means of verifying that the CCA is performing all of its functions. The on-board test
program can be used in conjunction with the ATE to yunerate multimillion pattern test
programs with relative ease.

8.1.2 Disadvantages of LSI Based CCAs.

8.1.2.1 Sequential Complexity. By their very nature, LSI devices are inherently
sequential; the entire PCB of yesterday has been implemented on a chip. Long counter
chains and deep sequential networks are an integral part of each LSI device. Since the
engineer designing the assembly has no control over the inner workings of the devices,
testability becomes a problem.
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8.1.2.2 Logic Definition Complexity. Another disadvantage stems from the fact that most
LSI devices are designed to work within a bus-oriented CCA architecture. Because of this,
most operate with three input/output levels - logic low, logic high, and high impedance (tri-
state). Many of these devices also operate in three modes: drive, receive and off (tri-state).
Where once it was always possible to ascertain the direction of signal flow based on the
logic design, LSI devices complicate things by changing modes, over time, under control
of software. One test axiom in the SSI and MSI world was to replace the driver first (most
likely failure), and then the driven. LSI CCAs have a new problem - sometime. a chip is a
driver, at other times it is a receiver. These new features greatly complicate the fault
isolation process and are a major cause of increasing test costs.

8.1.2.3 Feedback Complexity. CCAs with LSI devices tend to create large
hardware/software feedback networks. Events are caused to happen, say by a
microprocessor, and later evaluated by the same microprocessor or pass-through software.
The result of an event may be determined by a previous event, often interiial :0 the chip.
Again, since the design engineer has no access to the internal working of the chip, he has a
testability problem.

8.1.3 LSI Failure Mechanisms. Another thing that the advent of LSI has provided is a
new set of failure mechanisms. While the standard stuck-at-one/stuck-at-zero failure
modes common to SSI and MSI devices still occur, a new set of failure modes has
surfaced. These are called soft failures and include pattern sensitivity, timing sensitivity,
noise sensitivity, and intermittent failures. This new set of possible faults has led to such
new testing problems as the need for dynamic functional testing for operating the devices at
or close to their rated operating speeds, and the need for very long (multithousand to
multimillion step) test patterns, so that all possible fault conditions may be propagated 10 a
point of visibility.
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8.2 Visibility.

Visibility is the ability to externally monitor the internal operation of a unit under test. With
SSI and MSI CCAs, the need for many test and control point exists (the rule of thumb
being one test or control point per integrated circuit); with LSI based CCAs, the number of
these points is reduced. Visibility to certain lines on LSI based CCAs is now more
standard and more crucial. These include bus lines and status indicator lines.

The best access for visibility is through the edge connector or a test-only socket, since the
speeds at which LSI based CCAs operate may preclude the use of IC clips or bed-of-nails
fixtures. Access to keyboards and displays is especially important to eliminate human
interaction and to reduce fixture and interface problems. Even with LSI based CCAs, all of
the previous guidelines for visibility apply.

Increased visibility into a circuit increases the testability of an assembly in the following
three ways:

1. Increased visibility reduces the amount of time and effort in the generation
of test programs since fewer patterns are needed to propagate faults to a
circuit node monitored by the ATE.

2. Increased visibility allows test programs to be executed in a shorter
amount of time since fewer test patterns are needed to propagate faults to a
node monitored by the ATE.

3. Increased visibility reduces the required number of operator probes during
the fault isolation process. The majority of time in testing most LSI based
CCAs, with typical failure rates and fault distribution, is expended during
the fault isolation process. The probing sequence is typically software-
guided by the ATE and prompts an operator to probe the required points
on failing assemblies. Due to the high level of human intervention, this is
a timely process and extremely prone to erroneous operator probes. In
many cases the addition of one test point can cut the number of operator
probes in half.




8.3 Controllability.

Controllability is the ability to externally (typically via ATE) alter the internal status of a unit
under test. Control is imperative if the CCA is to be functionally testable. Control is
especially needed over interrupt lines including those known as READY, RESET, HOLD,
TRAP, and NMI (nonmaskable interrupt).

Figure 8-2 shows a small section of a schematic for a Z80 microprocessor based CCA. In
this example, program control is passed to the ROM whenever a RESET or an
INTERRUPT occurs. The normal operating program in this ROM services the interrupt
request. During the testing process, control from the ROM is relinquished and given to the
ATE. This allows the ATE maximum control and allows the test programmer to execute
any special testing code deemed necessary without losing control of the CCA. In this
example, the only way to initiate a reset is to cycle the power or to indirectly control, if
possible, the SYSTEM RESET line directly with the ATE. This is needed not only to aid
in the initialization process, but also to allow the chip select decode circuitry to be verified.

The improvements for testability are shown in figure 8-3. A three-input AND gate is used
in place of the two-input gate. The third input is pulled high through a resistor and a
control point is made available to the ATE. This allows the ATE to initiate a CPU reset
with a single pulse. The now unused two-input AND gate can be configured as shown,
allowing the ATE to electrically isolate the on-board ROM and data bus and emulate its
function through added control points on the data bus.
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Control is of vital testing importance and has not been provided in the example shown in
Figure 8-4. This is a section of a microprocessor-based CCA containing dynamic RAM
and its associated refresh circuitry. As can be seen, no methods are in place for externally
controlling the WAIT line. This line is important from a testing standpoint for two reasons.
First, allowing control over the WAIT line will allow the use of an I/O rate determined by
the test system for testing this CCA. The alternative would be to use a very expensive high
speed synchronized dynamic test system, which may not be available. Second, if a failure
occurs in the coriuol or refresh circuitry, random wait states could be generated, or worse,
the endre system could be locked-up preventing quick fault isolation.

The soluton to this testing problem is to use a three-input NAND gate in place of the two-
input NAND (see Figure 8-5). The third input is tied to Vcc through a resistor and control
over that input is made available to the ATE. Now, under program control, the ATE can
disable the effect of the refresh and control circuitry and prevent any failures in this section
from locking up .he system and hindering the testing of other sections of the CCA.

NOT THIS|
ADORESS 8US ' /
1.l
cPy
MULTIPLEXER ) COUNTER
DECODER L l
WAIT] DYNAMIC RAM
REFRESH

Figure 8-4. WALIT lines, Undesirable Controllability
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As with SSI and MSI assemblies, edge connector access to the control points is
recommended as a first altemative. As a minimum consideration, RESET and HOLD lines
should be tied to Vcc or ground softly and allow for clip access when not used in the
intended circuit function. A better testability practice is to bring these lines to the edge
connector or to a TEST ONLY socket.

Additional control points increase testability of an assembly in three ways:

First, increased control can greatly reduce the amount of time and effort in
the generation of test programs. By having external control of a circuit,
fewer patterns are needed to set up proper testing conditions and propagate
faults to a circuit node monitored by the ATE.

Second, fewer test patterns due to increased control allows test programs to
be executed in a shorter an.w . nt of time.

Third, increased control enables test partitioning which reduces the number
of possible fault types during any given testing operation and allows for
faster fault isolation. As mentioned earlier, the majority of time in testing
most LSI based CCAs with typical failure rates and fault distribution is
expended during the fault isolation process. A significant amount of that
time is spent tracing the wrong fault either because of multiple faults per
CCA or masked faults, which prevent accurate diagnosis.




8.4 Synchronization.

The unit under test and the ATE must be in synchronization with each other in order for
testing and fault isolation to take place. This has recently become a major concern of
engineers charged with programming ATE, primarily because many of the microprocessors
are operating at frequencies higher than the ATE can handle. The more sophisticated
processors include internal clock generators and do not lend themselves to external control
for testing when configured as listed in the manufactwrers’ data books. Most dynamic
functional testers operate only at 2 to 5 MHz and a few ATE manufacturers boast of speeds
from 10 to 20 MHz. However, even with the 20 MHz tester, the fastest that data can be
collected accurately is 10 MHz

Certain types of faults are best diagnosed at specific speeds:

1. manufacturing faults at slow speed (static tesi.;.

2.  pervasive timing faults at controlled dynamic (single- stepped) speed.

3.  subtile timing or design faults at free running speeds.
With access to the READY and HOLD lines, the speed of the microprocessor can be
controlled by the tester. Thus allowing single stepping or microprocessor-isolated testing.
With control of on-board clocks or access to on-board sync, the use of high speed ATE

with external synchronization capability can be used to test at normal circuit operating
speeds.




8.4.1 Clocks/Oscillators. Clock lines should either come from the CCA edge connector or
be enabled via control points activating logic inserted between the clock and its eventual
destination or be designed to be disabled and overdriven (see Figure 8-6).

In the case of on-chip clocks, buffer circuitry should be provided on the CCA to provide
the ATE with a synchronization signal. If left unbuffered, connection of the ATE to the
unit under test may cause the CCA to cease to operate.

Yee vee
sEST BETTER G000
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6000 8AD BAD
g n 1 0sc cLK E— xt
- _{.. T2

Figure 8-6. Clock Synchronization

Often LSI based systems require more than one on-board clock. These clocks may not
have to synchronize to one another from a functional approach. However, multiple clocks
can cause tremendous testing problems from all three testability standpoints - program
generation, test execution, and especially fault isolation. If multiple clocks are required in a
particular design, it is recommended that all lowe - frequency clocks be derived from one
master clock. Do not use multiple free running clocks if at all possible and remember to
allow for master clock input/ enable/disable as well as resets for the divide-by-N counters.

It is crucial that there be synchronization between the unit under test and the ATE. This
synchronization must be predictable and repeatable.
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8.5 Initializaton.

Initialization is the process of getting memory elements on a logic circuit board into a
known state. Digital testing and fault isolation cannot begin unless the unit under test is
first initalized. Just as initialization was required for SSI and MSI, LSI requires
initialization also. However, most LSI devices have internal memory elements that can be
initialized only through software. Any fault that precludes initialization of the unit under
test cannot be diagnosed with the ATE.

An important testability element that has been provided by LSI technology is the
requirement for software initialization. Software initialization requirements come about due
to two factors. One is that LSI based CCAs are inherently sequential. The other is that
access to the logic elements internal to an LSI device that require initialization cannot be
achieved via hardware means. The problem is compounded when an interrupt is serviced
prior to software initialization. This interrupt may be generated as a result of an
uncontrollable PROM routine, the result being that unknown states are propagated
throughout the CCA. This precludes synchronization by the ATE. Adequate visibility and
control points will allow a test program to perform software initialization.
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8.6 Partitioning.

Allow isolation of board subsections for partitioned testing. The most difficult job in
partitioning a microprocessor board for fault isolation is sectioning the bus. If the bus is
not functional, nothing will operate. If the microprocessor and other chips that normally
drive the bus can be put in a high impedance mode, or tri-state, and if tester access to the
bus is provided, the bus can be tested as an entity. Board partidoning makes a complex
testing task possible by allowing the test program to be sectioned or structured. Testing
can then be applied on bus-structured boards with inherent chip enabling.

A well-structured testing philosophy 1s contingent upon being able to partition the LSI
based assemblies under test. The advantages of tri-state conditions and the inherent
partitioning of LSI based assemblies are completely lost if the CCA is designed with these
lines tied hard to a power or ground bus. The best way to allow use of these lines and not
affect the intended functionality of the CCA is to tie unused lines softly to power and
ground buses and, at the very least, use a jumper plug to allow external control of these
lines. Tri-state control lines should be made controllable by the ATE wherever possible.

Partitioning is an effective technique for breaking feedback loops and provides a means to
isolate faults within those loops. Single board computer architectures typically have large
feedback loops formed through the address and data bus. Any error would be easy to
detect because all data streams within the loop would appear to have erroneous data.
However, the fault isolaton would be very difficult. Refer to Figure 8-7.

Figure 8-8 shows a method for breaking the classic single board computer feedback loop.
This can be accomplished at either the address or data bus. In this example, an AND gate
is added to logically AND the BUS REQUEST line with a control signal from the ATE.
By pulling the control line to a logical low, the tester may tri-state the bidirectional buffer,
breaking the feedback loop. This will allow quicker and easier fault isolation.
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8.7 Self-Tests.

Mention was made of multimillion pattern requirements for thorough testing of a complex
LSI based CCA. To generate this, many patterns for an ATE program is a formidable task.
But the on-board PROM (1K or 2K) can take advantage of the microprocessor to help
generate multimillion pattern test programs quite easily. The key from a testability
standpoint is to make sure the test engineer can take advantage of the self-tests (For more
information, ..e section 9 on processors).

Self-tests are generally designed to perform go/no-go testing of the assembly in which they
are resident. As more CCAs become equivalent to complete systems, thev will benefit
from (or require) self-tests.

In addition to providing system go/no-go status, properly designed self-tests can reduce the
test progra...ming effort considerably. A well-designed 2K self-test in ROM reduces the
test engineer's job to controlling the flow of data rather than generating a multitude of
unique data.

The general guidelines for self-tests include structuring for partitioning and writing
standard routines. When many CCAs use like devices configured in substantially similar
ways as the kernel of the CCA, which may have a totally different function of input/output
structure, use self-test routines that are transportable from CCA to CCA for the devices
used. This reduces the proliferation of self-test programs and simplifies the design
engineer’s job. Many self- test programs need not be reinvented for each new CCA.
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8.8 Device Standardization.

Testability is greatly enhanced when multi-processor CCAs use similar or, even better, the
same devices. The test program generation effort is considerably reduced by the ability to
use similar, or the same, program modules (from the same manufacturer) for multiple
devices.

LSI devices take a long time to fu.iy characterize. Avoid the temptation to use the LATEST
and GREATEST. It may not work, it may not be available long term and it may not be
documented properly (especially from foreign manufacturers).

Specifications for SSI and MSI devices are easy - fan in, fan out, propagation delay, etc.
Specifications for LSI devices generally follow similar formats but the devices are orders of
magnitude more complex. An idiosyncrasy that means nothing as far as the product
performance from a design stand_oint can cause nightmares in board test.
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8.9 Standard LSI/VLSI Guidelines.

Most testability guidelines for modules can be adapted for applications using LSI/VLSI
devices.

. 1. Divide long sequential state chains into several smaller chains, since those
which are not controllable within a VLSI device complicate testing and test
generation.

2. If a VLSI circuit does not generate a definite output for a given input
during a functional test it becomes impossible to check the output againsta .
known response.

3. Provide direct access to all VLSI pins Avoid sequental circuitry between
VLSI pins and test points of connectors. This is due to the fact that
sequential outputs need a "series” of test vector inputs and not just one.

4. Functions of custom design devices, such a s application specific ICs
(ASICs) should be designed so that separate SSI devices do not need to
be implemented with the ASIC on a board to complete the function or the
ASIC. An example of this is an ASIC requiring pull-up resisters for
signal integrity, these pull-ups could be designed in the ASIC and not
require separate resistors. This could also decrease the ambiguity group
since the pull-up resistors are not a separate device when they are integral
to the ASIC.

5. Some CAD database are compatible with software which can
automatically generate test vectors for a circuit design and analyze the
thoroughness of the test vectors while reporting any testability design
problems. Such a tool is very powerful and can greatly reduce the effort
of test pattern generation. This tool should follow either the the waveform
and (test) vector exchange (wave) specification EDIF 2.3 or 3.0.0 specs.

6. Provide VLSI documentation including any memory maps and a
description of the device function.
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8.10. Structured LSI/VLII Testability Design.

Structured testability design implies that circuitry, specifically to improve testability, was
designed into a device. The most common form of structured VLSI design is through the
use of a scan technique. Scan technics use Shift Register Latches (SRLs) which can act as
a normal register during functional operation, or can act as a shift register for retrieving or
loading data to and from the register. Scan techniques are described in detail is Section 11 -
Structured Design for Test.

Other structured testability techniques used in VLSI include Built-In Logic Block
Observation (BILBO) and Signature Analysis:

1. The BILBO technique takes the scan path and LSSD concept and
integrates it with the signature analysis concept. The end result is a
technique for BILBO.

2.  Signature analysis is often used as an adjunct to several testing methods
including in-circuit and functional and serves basically as a data
compression technique.

For more information on these techniques see Section 6 - Built-in Test.
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SECTION 9. MICROPROCESSORS AND SUPPORT CHIPS.

90 OVERVIEW.

The following paragraphs cover many different microprocessors and several of the most
frequently used peripheral chips. First, a general discussion is given on general
microprocessor testability guidelines with a summary of the most popular processors in the
market. Then, microprocessors are broken down into several categories and the most
popular processors in each category are presented.

Each device is briefly described and its pin-out illustrated. It is then examined with respec.
to clocking and synchronization to the ATE system, initialization (hardware and software,
where applicable), data evaluation by the ATE, and any special considerations particular in
the use of the specific device.

Testability of microprocessor support chips is discussed in the final two paragraphs of this
section.




9.1 Introduction.

Since a microprocessor board is, in many cases, a complete product, it is usually not too
- difficult to write a small routine to self-test a Printed Circuit Board (PCB). However, the
ATE system's speed usually restricts the ability to effectively handshake with a
microprocessor board running at rated speed. It is important, therefore, that timing
relationships be fully understood and taken into account, especially from a diagnostic
standpoint. In addition, a self-test routing proves out a good board but has difficulty in
isolating faults, especially if the microprocessor kernal is dead.

Common to most of these devices are some general guidelines, which cannot be over
emphasized. These guidelines include:

Control of clock lines

Access to the address and data buses

Access to the SYNC or equivalent function

Access to the RESET, HOLD and INTERRUPT lines
Control of all tri-state devices

Control of shift select lines

Providing pull-up resistors on all tri-state buses
Partitioning static devices from clock circuits
Partitioning analog circuitry sections.

® o o ¢ ¢ o o o o

Perhaps the most effective testability design technique with any LSI/VLSI based board is to
provide a self-test in ROM (or a separate ROM, which may be installed for testing
purposes). Alternatively, using an Automatic Test Pattern Generator (ATPG) system to
emulate the ROM allows complete control of the board under test. This technique can also
make use of the power of the microprocessor to generate many test sequences with
relatvely few test program steps.

NOTE: In this section, inverted logic signals are represented by lines over the signal

names or a slash '/ preceding the signal name. A signal with two names,
one of which is inverted may appear as follows - NAME1/(not) NAMWE?2.
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9.2 Microprocessor/Microcontroller Testability.

Successful design for testing of a microprocessor/microcontroller requires that the circuit
has been designed in such a way that maximum use of testability concepts such as control
of the inputs and observability of the outputs has been made.

Presently there are literally hundreds of microprocessors/microcontrollers on the market
with as many as half a dozen being introduced each month. Since the introduction of the
original 4004, 4-bit microprocessor in 1971, we have come a long way with design of
processors that provide "VAX-power-and-speed” to desk-top computers at reasonable
prices.

Certain types of 8-bit microprocessors have become obsolete already including the 6800,
the 8080, the 6501, etc. However, some 8-bit processors (such as the 6805 or the 8051)
are still being used as controllers embedded in cars, appliances, etc. The 8-bit processor is
by no means obsolete. Recently an 8-bit microcontroller was introduced using a RISC
(Reduced Instruction Set Computer) architecture running at 20 MHz. Ninety percent of the
1988 commercial market of all microprocessors/ microcontrollers unit volume was made up
of the 8-bit microprocessors. In 1987 alone Mitsubishi was averaging 40 million
microcontrollers of the 50740 class (6502 core microprocessor).

Since most military electronics and other high tech. products tend to use the higher
performance architectures, the 8-bit processor will only be covered briefly.

9.2.1 Microprocessor Testability Guidelines. The following set of guidelines apply to

most microprocessors and support chips. These guidelines are placed into five sub-
categories entitled Accessibility, Controllability, Initialization, Synchronization, and
General Guidelines.

9.2.1.1 Accessibility.
1. Ideally all internal buses should be accessible. Including data, address,
and testability buses.

2. Include access to sync outputs (such as address and data strobes).

3. Be able to partition analog and digital sections for separate testing.
Partition the circuit into smaller functional blocks (see section 8).

4. Non-multiplexed address/data lines on processors make for easier
testability.

3. Be able to socket the microprocessor/microcontroller.
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10.

11.

If unable to socket microprocessor/microcontroller (military applications)
provide a test socket (empty) next to microprocessor/ microcontroller or
provide a test connector to outside of UUT. Additional circuitry is often
required to disable the on-board processor and to allow ATE control
through the test socket. Adding a test socket to a
microprocessor/microcontroller system needs more questions to be asked
such as:

a. Is the additonal manufacturing costs of extra circuitry outweighed
by savings in system repair and test time?

b. How will the additional circuitry affect system reliability?

c.  Can the clock output drive two microprocessors/microcontrollers at
once?

Provide a means to loop all processor CCA outputs back to the inputs (by
means of an extra test connector , for example, using a test adapter). This
provides a quick and effective CCA I/O test.

Provide space for test clip access (usually about 1/4 inch between ICs) to
facilitate use of external instruments such as logic analyzers.

Always provide for electrical and mechanical interfaces to microprocessor
signals for emulator access.

Provide a means for external equipment to be able to identify a microcode
location if the microprocessor stops on an error.

BIT SLICE microprocessors should be separated into elementary slices
for independent testing.

9.2.1.2 Conrollability.

1.

Be able to control chip select and output enables, including bidirectional
buffer circuits direction lines.

For any UUT design with microprocessor and a memory always leave
enough space in "on-board” memory to be able to load memory with a test
program. This means access to loading of memory needs to be provided
through an edge connector.

Provide control of the chip RESET, WAIT, HOLD, SINGLE STEP, and
INTERRUPT type lines.

Include pull-up resistors on all tri-state lines.
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5. Provide a means to control all tri-state devices/lines even if it means
adding extra circuitry buffers (see table 9-1)
Table 9-1. Common Microprocessor Control Lines for Tri-states
INPUT LINES CAUSING TRI-STATES NON-TRISTATABLE LINES/NP
Nicroprocessor Input Line Affected Lines -« Non Trigtatable Lines
280 BUS R@ wR, IORQ, RD, MREQ NI, HALT, BUSAK
6800 HALT R/W BA, VMA
6809 HALT R/W INTE, BA, BS, E, Q@
8085 HOLD RD, WR INTA, CLK, SOD, ALE, |
S0, Si, HLDA
8086 naLD BHE/S, RD, M/ID(S2) INTA, HLDA, ALE
WR, DT/R(S1), DEN(SO)
8088 HOLD DEN(SQ), RD, I1Q/N(S2) INTA, HLDA, ALE
WR, DT/R(S1)
68000 HALT AS. UDS, LDS, R/W, E, BG
YNA, FCO, FCi1l, FC2 |
* INCLUDES ADDRESS AND DATA BUSSES IN EACH CASE
9.2.1.3 Initialization.
1. All processors need to be provided with a restarting sequence in case they
hang up due to an incorrect sequence.
2. Develop self-test programs for the microprocessor that can be stored in the

ROM and initiated automatically during power-up.

9.2.1.4 Synchronization.

1.

To properly sync .*.TE to processor clock speed, minimum clock speed of
processor needs to be known.(i.e.,most of todays advanced 32-bit
processors can attain speeds beyond present day ATE. Manufacturing
Faults are best diagnosed at low speed, pervasive time faults at single step
speed and subtle timing or design faults at free running/operating speed
for given design.

Be able to control clock/oscillator lines (intemal/external).

Be able to synchronize ATE to microprocessor/microcontroller.
(Predictably and repeatable?)

All frequencies required to run microprocessor or subsets from one master
oscillator should be available.
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5. Provide a means to test any clock oscillator on a UUT immediately after
power-up.

9.2.1.5 General Testability Guidelines.

1.  Unused microprocessor control lines should only be tied to power buses
through resistors or inverters, preventing shorting of power lines if
microprocessor is defective. (This also .iows a standard library test to be
run if using an incircuit tester.)

2.  When designing multi-processor configurations, use microprocessor from
the same family and manufacturer for easier testability. This includes
using support chips from the same family also.

3.  All processors should be second source?.

4. Full documentation should be available on all microprocessors and
microcontrollers.

5.  Select processors that have well-documented testability features.

6. UUT microcode should be available in a flow chart. (Including a memory
map.)

7. Remember, designing a processor based module for testability has to be
done in such a way that module malfunctions can be quickly isolated to
either HARDWARE, FIRMWARE or SOFTWARE.

The thing to remember when designing a UUT with a microprocessor, memory, etc., is
that the point of diagnosing a UUT problem is to isolate the failing circuit/sequence. In
order to do this, it is essential that the UUT/SYSTEM have a modular partitioned design to
start with. If this is followed, relatively simple (read "low cost") tools can be used for
testing and debugging one item at a ime in a modular fashion.

One way to save many hours of testing and debug is to pre-check the processor and
support ICs such as memory before they are used in an actual design layout.

This requires simulation or bread-boarding of the microprocessor 'kernal’, i.e. the
microprocessor, ROM, RAM, and support devices. With a simple layout, the power-up
boot sequence can be analyzed and some simple diagnostic routines can be run to see how
the parts play with each other. Using actual hardware allows the designer to compare /O
waveforms against the data sheets and so reduces the risk of timing problems on the final
layout.




9.3 Microprocessor Classifications.

Microprocessor/microcontrollers are usually classified by the number of bits or data lines
(order of size) but there are so many microprocessor/microcontrollers that a larger

classification will be used as follows:

CISC microprocessor

RISC microprocessor

Transputers

Microcontrollers

Bit slice processor

DSP, etc.

Future processors

Table 9-2 gives a summary of some popular microprocessor/microcontrollers on the market

Complex instruction set computers
microprocessor (section 9.4).

Reduced instruction set computer microprocessor
(section 9.5).

Designed for easy parallel processor hookups
(section 9.6).

Contains a complete microprocessor and
peripherals on one chip (section 9.8).

Used for specialized digital controllers (section
9.7).

Digital signal processor (section 9.9).

64-bit processors and larger (section 9.10).

as of 1990, cross-referenced with information for testability.
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Table 9-2. Microprocessor Testability Information Chart S
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9.4 Complex Instruction Set Computer (CISC) Microprocessor.

The term CISC covers all processors that are not RISC processors. Intel and Motorola are
at the top in the microprocessor business and Zilog is a distant third ahead of National.
Most of the 8-bit microprocessors have been cloned by other American and foreign
companies under agreement to Intel and Motorola.

Only a few years ago, the Motorola 6800 series and the Intel 8080A were the most popular
8-bit microprocessors with their support chips. Today these chips are obsolete and have
been replaced by more sophisticated 8-bit microprocessors that are based on the original
designs with more advanced concepts.

9.4.1 8-Bit (CISC) Microprocessors. The following paragraphs give examples of
testability of three 8-bit CISC microprocessors, the 6800 family, the 8085A and the Z80
family.

9.4.1.1 The 6800 Microprocessor Family. The 6800 microprocessor is an 8-bit, single
power supply (+5V) device with an external clock. It is now obsolete but illustrates the
various testability techniques that can be applied to similar but more modern chips in its
class (i.e., 6502, etc.)




It has perhaps the simplest timing considerations of any of the MOS microprocessors
covered in this section. This timing simplicity occurs because a clock cycle and a machine
cycle are one and the same for the 6800. The pin-out for the device is illustrated in Figure

9-1.
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Do

D1
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Figure 9-1. 6800 DIP Pin-Out

Tri-state control for the data and address buses of the 6800 has been split, with TSC (three-
state control) providing for floating of the 16-bit address bus, and DBE (data bus enable)
performing a similar function for the 8-bit data bus.

A third line, /HALT?*, floats the entire system bus (address, data and the R/(not)W output),
and causes the CPU to stop execution when the currently executing instruction has been

completed.

&

NOTE: Throughout this section signals which are active low are represented

by one of three symbols - '/, '(not)', or by a line over the signal name.
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One of the key guidelines from both testing and system design standpoints, is that RESET
must be held at logic O for at least eight clock cycles (both for the powering up and during
an in-process reset). From a testability standpoint, the preferred methods for
accomplishing this are shown in Figure 9-3, in decreasing order of preference.

Vee
V§e g CONTROL POINT cLIP
ACCESS
@ T o
( DISABLE ' DIVIDE BY
vee " VVAA— CLOCK 10 COUNTER RESET
CONTROL ;
POINT (RESET) (3
CONTROL POINT >—

Figure 9-2. 6800 Reset Control Methods

Method (1) is a compromise between method (2), which needs fewer parts but requires clip
access (or an edge connector access, in which case it is the preferred method) and method
(3), which requires more components.

After a reset operation, the 6800 will load from hexidecimal addresses FFFE and FFFF.
Provision should be made to allow the CPU to access the ATE system at these memory
locations, so that the test system can control the initialization of the printed circuit board
under test. This can be accomplished by socketing the PROM at address XXXX-FFFF, or
by providing access (via a control point) so that the test system can deselect it and emulate
locations FFFE and FFFF.

Output test points, which are important for synchronization of data input and output,
include VMA (valid memory address) and R/(not)W (read write status).
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The following figure summarizes the testability rules for the 6800 microprocessor (figure
9-3).

Figure 9-3. 6800 Testability Rules Summary

The 6802 (not shown) adds an on-chip clock and RAM to the 6800.

The address bus cannot be floated with this device, even though /HALT will float the data
bus. Proper design for testability (which will also allow the system design to address the
address bus) is to buffer AO-A11 with drivers that have a tri-state control.

Another key consideration is control of the RE line (on-chip RAM enable), so that the ATE
system can check out the microprocessor functions (from the same memory locations as
with the 6800), and then perform software initialization of the on- chip RAM).

An advantage to be gained is that after a write/verify with read sequence, the sequence can
be used to let the CPU free run to test other portions of its functions, thus reducing test
program stimulus generation effort.

9.4.1.2 The 8Q85A Microprocessor Family (8-Bit Microprocessor). The 8085

microprocessor has several distinct differences from the obsoleted 8080A. Among these
differences are:

1. The +12 and -5 volt power supply requirements are eliminated.
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2. The 8085 multiplexes its low order address lines (AQ-A7) with the data
bus (DO-D7). The pins are labeled ADO-AD7. (See figure 9-4 for pin-
out).

3.  Anon-chip clock, which may be driven by a single clock input, twice the
processor operating frequency, has been provided.

From a testing and testability standpoint, items 2 and 3 above represent a mixed blessing.
While the multiplexing of address and data lines complicates the ATE programming task,
the ability to drive the on-chip clock from the ATE, as long as testability is considered, is a
distinct advantage.

1 PLUS 3 VOLTS (Vce)
x2 g HOLD INPUT
RESET OUT HLDA (HOLD ACKNOWLEDGE)
sop CLOCK OUTPUT
s1D RESET IN
TRAP READY
RST 7.5 10/%
RST 6.5 ( 330 s1
RST 5.5 ( 32D b
INTR C 310 WR _
INTA ( 300 ALE (ADDRESS LATCH ENABLE)
ADO 2dD) SO
Ap1 280 A1S5
ap2 21D Al4
ap3 2D a13
ana 29D A12
ADS (é 24D A11
AD6 2D A10
ap7 G 22D A9
(GROUND) Vss Q 21 a8

Figure 9-4. 8085 Block Diagram (DIP)
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To design in testability, the first step is to provide for clock control. The 8085A on-chip
clock can be derived in two ways, as illustrated in figure 9-5.

Figure 9-5. 8085 Clock Derivations

If the clock is generated in either of these ways, the test system will not have control of the
clock lines. For testing purposes, the best method of providing clock control is either a
jumper or a switch to allow the X1 input to be driven as if it were in the slave mode. One
example of this is illustrated in figure 9-6.

Just as important as clock control is access to control and observability points. Edge
connector access is best, followed by a special test connector, IC clips or a bed of nails
fixture.

With the 8085A, the control lines needed include:

READY
HOLD
TRAP
/RESET IN

SN -
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Access to these lines provides for initialization of the microprocessor, tri-state of address
and data lines to facilitate a partitioned test programming approach, interleaving test
program data with hold signal functions on I/O rate ATE systems and control of the non-
maskable interrupt (TRAP). The test systems should have control of the TRAP line to
prevent a condition on the Unit Under Test (UUT) from causing response to an interrupt
when there may be uninitialized data internal to the 8085A. Should an interrupt be serviced
when the processor is not totally initialized, unknown or "X" states will be propagated
throughout the UUT. This makes debugging a microprocessor based UUT much more
difficult.

CONTROL

POINT ’——TVVVW“
X1

10 cnvsru__/‘—c 1

OR TO RC

NETWORK .

TEST I 8085

RUN

Figure 9-6. Example of Clock Control
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The observability points that should be available to the ATE system include:
1.  The address latch enable line (ALE).

2. The SO and S1 BUS state indicator lines. These status signals can be
used by the tester (or tester interface) to decode the type of operation being
performed at a given time.

3. The /RD, /WD and 10/(not)M lines. These signals can be used to
determine proper clocking, strobing, and data availability to and from the
unit under test.

Some of the above lines go into the tri-state condition in response to control signals. All
lines that can be tri-state should have pull-up resistors attached (figure 9-7).

Vee

I PULL-UP
RESISTOR

™
!

-STATE LINE
3085 (ANY TRI )

Figure 9-7. Pull-Ups on Tri-state Outputs
9.4.1.3 The Z80 Microprocessor Family. The Z80 requires only a single +5V power

source and a single clock input. All 8085 instructions can be executed by the Z80 plus
some additional instructions.
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Z80 control and test point requirements are listed below. As with all of the processors
discussed thus far, provision for driving the clock input externally from the ATE system is
an extremely important requirement.

Control Points ~ Test Points

/RESET /RD
/BUSRQ /WR
/WAIT /IORQ
/NMI Ml

Most of the discussion of the 8085A family also applieé to the Z80 device.

Access to /RESET is required to isolate the CPU for a partitioned test and to reset the
program counter, IV, and R registers to zero. Interrupts are disabled after a reset
operation, except for non-maskable interrupts via /NMI. Design criteria should ensure that
the test system can prevent or control /NMI so that no non-maskable interrupts occur or are
serviced prior to software initialization.

Access to /WAIT allows an I/O rate test system or in-circuit test system to be used to test
the Z80. The /BUSRQ allows tri-stating of the address and data buses for access to other
devices without resetting the Z80 (or the entire printed circuit board under test).

The output test points (/RD, /WR, and /IORQ) are needed to allow the interface to decode
proper tester clock and strobe times (in conjunction with the clock input signal to the Z80),
so that only valid data is driven in to the device, and output data is valid when compared.

To test the interrupt circuit, it is often desirable to have a signal available called "interrupt
acknowledge". While there is no single Z80 pin with this function, the function can be
derived with the circuit of figure 9-8.

TR o—C
INTERRUPT
n »—q ACKNOWLEDGE

Figure 9-8. Interrupt Acknowledge

Many of the 8085A support devices can be used in Z80 systems. Two devices, the parallel
1/O interface (P10) and the counter/timer circuit (CTC), are unique to Z80 designs.

The Z80 PIO is a 40 pin-dip, requiring a single +5V power supply and a single clock input.
Since in most systems this clock input will be driven from the same clock as the Z80,
separate access is not required (assumning that the guideline for Z80 clock control has been
followed).
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Important control points for this device include:

1. /CE, the chip enable line. Access to this line is required to tri-state its
outputs for testing other devices on the bus.
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